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Executive Summary 
 
The Pennsylvania Climate Change Act (PCCA), Act 70 of 2008 directed Pennsylvania’s Department of 
Environmental Protection (DEP) to conduct a study of the potential impacts of global climate change on 
Pennsylvania over the next century. This study was conducted for DEP by a team of scientists at The 
Pennsylvania State University and presented in the two reports: Pennsylvania Climate Impacts 
Assessment (Shortle et al., 2009) and Economic Impacts of Projected Climate Change in Pennsylvania 
(Abler et al., 2009).  
 
This report is the second update of the original report by the Penn State team. The first update was 
prepared in 2013 (Ross et al., 2013). The purpose of the updates is to capture advances in the scientific 
understanding of climate change and climate change impacts, and make use of new data sets, relevant 
to Pennsylvania. 
 
The 2009 Pennsylvania Climate Impacts Assessment and the 2013 Pennsylvania Climate Impacts 
Assessment Update presented simulations of the impacts of global climate change on Pennsylvania’s 
climate in the 21st century. They also presented assessments of the impacts of climate change in 
Pennsylvania on climate sensitive sectors and the general economy. Just as the 2013 update revisited 
the conclusions of the 2009 study based on new scientific findings, data, and analyses that became 
available after the original report, this study revisits those conclusions based on new scientific findings, 
data, and analyses that have become available since the 2013 update.   

Pennsylvania Climate Futures 
 
Data sets and analytical techniques for examining Pennsylvania’s Climate Futures have advanced 
significantly since the 2009 Impact Assessment and the 2013 update. Since those reports, the 
Intergovernmental Panel on Climate Change (IPCC) released its Fifth Assessment Report (AR5), which 
included new scenarios for future concentrations of greenhouse gases in the Earth’s atmosphere. The 
IPCC’s AR5 also ushered in the Coupled Model Intercomparison Project Phase 5 (CMIP5), providing new 
output from a suite of General Circulation Models running standardized simulation experiments. This 
update analyzes historical and future changes in Pennsylvania’s climate utilizing the new data sets, new 
statistical techniques, and the most recent suite of global and regional climate model simulations. The 
findings are largely similar to those of the 2009 Report and 2013 Update.  
 
Pennsylvania has undergone a long-term warming of more than 1 °C (1.8°F) over the past 110 years, 
interrupted by a brief cooling period in the mid-20th century. This pattern is simulated by climate models 
only when anthropogenic forcing, mainly increases in greenhouse gases, are included. However, 
naturally varying climate modes, specifically, the North Atlantic Oscillation, the El Niño/Southern 
Oscillation, the Pacific Decadal Oscillation, and the Pacific North American pattern, all influence 
Pennsylvania’s temperature and (especially) precipitation. The effects of climate modes on 
Pennsylvania’s precipitation are dominant at periods of about 20 years. Changes in Pennsylvania’s 
temperature are reflected in other metrics, such as heating degree days (which have increased) and 
cooling degree days (which have decreased). An analysis of above- and below-normal precipitation in 
the agriculturally productive southeastern portion of Pennsylvania shows a decreasing number of very 
dry months and an increasing number of very wet months, which reflects the overall wetting trend in 
the Commonwealth. 
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Pennsylvania’s current warming and wetting trends are expected to continue at an accelerated rate. 
This report adopts the Representative Concentration Pathway 8.5 (RCP 8.5). This pathway is the one 
that the world is currently on, and is one of two emissions pathways adopted by a large number of 
climate modeling groups. Under RCP 8.5 it is projected that by the middle of the 21st century, 
Pennsylvania will be about 3 °C (5.4°F) warmer than it was at the end of the 20th century. The 
corresponding annual precipitation increase is expected to be 8%, with a winter increase of 14%. The 
likelihood for meteorological drought is expected to decrease while months with above-normal 
precipitation are expected to increase. Projections regarding Pennsylvania’s hydrology are more 
equivocal. Runoff and soil moisture simulations show substantial differences from products based on 
observations. The existing models suggest modest but significant increases in annual-mean runoff and 
small changes in annual-mean soil moisture. 

Sectoral Assessments 
 
Climate impact (vulnerability or risk) assessments conventionally focus on the direct impacts of climate 
change on climate-sensitive human or natural systems. The impact on (or vulnerability of, or risk to) the 
system depends on the climate change to which the system is exposed, the sensitivity of the system to 
the exposure, and the adaptation of the system to ameliorate harms or exploit opportunities. Each 
element of impact assessment – the climate change that occurs, the sensitivity of systems to that 
change, and the adaptations – are important to the outcomes. The sectoral assessments presented in 
this report consider exposures, sensitivities, and adaptations in assessing potential impacts. Importantly, 
impacts are not exclusively negative. For example, warmer, wetter environments can be beneficial for 
some crops, and warmer winters can reduce human health risks associated with cold weather. 
Accordingly, impacts are risks or vulnerabilities in many cases, but provide for opportunities in others. 
 
Impacts are uncertain for many reasons. These reasons include: (1) uncertainty about the paths of 
greenhouse gas emissions and global and regional climate responses to those paths result in uncertainty 
about climate change; (2) incomplete knowledge of the sensitivity of various systems to climate change 
along with incomplete knowledge and uncertainty about current and future adaptation options, their 
effectiveness, and their likely utilization result in uncertainty about the impacts of alternative climate 
futures on climate sensitive sectors; and (3) uncertainty about other stressors that may interact with 
climate change to determine impacts in climate sensitive sectors. Further, impacts are by definition, an 
assessment of what the world would be like with climate change, and attendant adaptations, and 
without. Considering the evolution of our world over the past 100 years, it is apparent that its evolution 
without climate change is subject to significant uncertainty. 

Agriculture 
 
Agriculture in Pennsylvania, like agriculture in the rest of the United States and worldwide, has an 
intrinsic relationship with climate. Most crop and livestock production in Pennsylvania occurs partly or 
entirely in the open air, exposed to the elements and dependent on the weather for success. Even 
production that occurs under controlled climatic conditions, such as a mushroom house, is affected by 
climate through heating and cooling costs. Beyond direct effects of global climate change on agriculture 
through its effects on growing conditions in Pennsylvania, climate change can also affect the 
Commonwealth’s agriculture through its effects on the prices of agricultural commodities, which are 
determined by regional, national, and international markets that are affected by climate-induced 
changes in supply and demand.  
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Our analyses of recent scientific findings for this Update largely support conclusions drawn in the prior 
Update. Climate change and increasing atmospheric carbon dioxide (CO2) concentrations are likely to 
have mixed effects on Pennsylvania field crop production. Higher average temperatures and higher 
average precipitation projected for Pennsylvania will present both positives and negatives for field crop 
producers, who will also have to adapt to negatives caused by greater extremes in temperature and 
precipitation. 
 
The effects of climate change on Pennsylvania nursery and greenhouse production are uncertain. For 
example, the effects of climate change on mushroom production will primarily be manifested in changes 
in heating and cooling requirements for growing houses. With climate change, there will on average be 
less heating during the winter months but additional cooling during the summer months, with the net 
effect on annual energy use being unclear. 
 
Pennsylvania dairy production is likely to be negatively affected by climate change due to losses in milk 
yields caused by heat stress, additional energy and capital expenditures to mitigate heat stress, and 
lower levels of forage quality. On the other hand, forage yields may increase due to a longer growing 
season and more precipitation on average. 
 
As Pennsylvania is part of local, regional, national, and global markets for food and agricultural products, 
indirect effects of climate change on Pennsylvania agriculture caused by changes in climate in other 
parts of the nation and world may be significant. For example, warmer climates in southern states could 
stimulate a large-scale movement of poultry and hog production northward into states like 
Pennsylvania. 
 
Agriculture in Pennsylvania has changed dramatically since 1900 and will likely change in profound ways 
between now and 2100 regardless of whether climate change is large or small. Some of these changes 
may impact how Pennsylvania agriculture responds to climate change. For example, organic agriculture 
is growing a market segment that faces different vulnerabilities than non-organic agriculture to new 
pests and diseases in a warmer climate. 
 
Efforts to mitigate greenhouse gas emissions may create an economic opportunity for Pennsylvania 
agriculture in energy crop production. Candidates include perennial shrub willow (a short-rotation 
woody crop), the perennial grasses miscanthus and switchgrass, and annuals such as biomass sorghum 
or winter rye. 

Energy 
 
Pennsylvania’s status as a major energy-producing state has grown over the past two years. 
Pennsylvania is now the third-largest energy-producing state in the U.S. (on a BTU basis), behind Texas 
and Wyoming. This change is almost entirely attributable to the growth in natural gas production. 
 
Our analyses of recent scientific findings for this Update largely support major conclusions drawn in the 
2009 Assessment and 2013 Update.  
 

• Warming in Pennsylvania is likely to increase demand for energy, particularly electric power, 
during the summer months. This increase is likely to be larger than any decline in wintertime 
energy consumption, implying an overall increase in energy utilization in the Commonwealth as 
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a result of climate change. Policies to reduce greenhouse gases and localized emissions are likely 
to increase demand for natural gas produced in Pennsylvania.   

• Existing policies, such as the Alternative Energy Portfolio Standard and some aspects of 
Pennsylvania Act 129, have addressed opportunities for the Commonwealth to facilitate the 
adaptation to climate change as well as mitigation of further greenhouse gas emissions. 
Additional opportunities exist, particularly in the areas of low-emissions power generation, 
energy efficiency and demand-side management of electric energy consumption.  

• Increased seasonal variations on freshwater supplies may impact the ability of Pennsylvania’s 
energy sector (particularly power generation facilities that require cooling water) to produce 
reliable supplies under some scenarios. 

 
Several new issues have emerged since the 2013 Update.   
 

• Declines in energy commodity prices, particularly for electricity and natural gas, will present 
challenges to some technology options that could contribute to climate change mitigation. 
Unless otherwise supported through incentive programs, the economics of renewable power 
generation in the Commonwealth (primarily wind and solar photovoltaics) will continue to be 
negatively impacted. With current market conditions, large-scale renewable energy projects in 
Pennsylvania face increasing costs due primarily to locational factors (for example, many of the 
best wind sites have already been developed).  

• Recent extreme weather events have focused attention on how climate change may affect the 
reliability of energy delivery systems. Recent work has attempted to quantify the reliability 
benefits of a more distributed model of electric power production and delivery, but additional 
research is needed. 

• Updated climate models suggest that pressures on water quantity available for the energy 
sector in Pennsylvania may not represent a significant energy system stressor, although the 
models do project some changes in seasonal variation. 

Forests 
 
Forests are the dominant land use in Pennsylvania, covering 16.6 million acres or 58 percent of land 
area. Pennsylvania’s forests have long been subject to multiple stressors. These include exotic pests and 
diseases, invasive species, over-abundant deer populations, atmospheric deposition of air pollutants, 
unsustainable harvesting practices, and now climate change. Climate change is already radically 
affecting some forests around the world and, to a lesser degree, the forests of Pennsylvania. Climate 
change will likely continue to affect them in increasingly dramatic ways in the future. Key findings of this 
and previous reports are: 
 

• Suitable habitat for tree species is expected to shift to higher latitudes and elevations. This will 
reduce the amount of suitable habitat in Pennsylvania for species that are at the southern 
extent of their range in Pennsylvania or that are found primarily at high latitudes; the amount of 
habitat in the state that is suitable for species that are at the northern extent of their range in 
Pennsylvania will increase.  

• The warming climate will cause species inhabiting decreasingly suitable habitat to become 
stressed. Mortality rates are likely to increase and regeneration success is expected to decline 
for these species, resulting in declining importance of those species in the state. 
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• Longer growing seasons, higher temperatures, higher rainfall, nitrogen deposition, and 
increased atmospheric CO2 may increase overall forest growth rates in the state, but the 
increased growth rates for some species may be offset by increased mortality for others. 

• The state’s forest products industry will need to adjust to a changing forest resource. The 
industry could benefit from planting faster-growing species and from salvaging dying stands of 
trees. Substantial investments in artificial regeneration may be needed if large areas of forests 
begin to die back due to climate-related stress. 

• Forests can contribute to the mitigation of climate change by sequestering carbon. It would be 
difficult to substantially increase the growth rates of Pennsylvania hardwoods, however, so the 
best opportunities most likely lie in preventing forest loss. 

• Forests can be a significant source of biomass to replace fossil fuels. 
 

Forest carbon management can help ameliorate the rate and amount of climate change. Forests 
represent one of the significant pools of terrestrial carbon. The size of this pool can be increased 
through forest management, primarily by increasing stand densities, increasing rotation lengths, and 
reducing mortality. Furthermore, removal rates from this pool can be moderated by reducing conversion 
of forests to non-forest land uses. One option for mitigating climate change through forest management 
is by substituting fossil fuels with wood in the production of energy. Using wood biomass for energy is 
controversial as it will generally result in increased emissions in the short run. The length of time it takes 
to achieve net carbon benefits is highly variable, ranging from a few years to more than a century.  
 
Climate change is already occurring and will continue, albeit at different rates, under all emissions 
scenarios. Because climate change is also inevitable, forests must be managed to increase their 
resiliency in the face of climate change. To accomplish this, non-climate threats to forest health and 
diversity, including insect pests, diseases, invasive plants and animals, overabundant deer populations, 
unsustainable harvest practices, and atmospheric deposition, must also be addressed. 
 
The primary forest management opportunities related to climate change are: 1) carbon trading, 
2) increased markets for low-use wood for energy production, and 3) potentially renewed interest and 
will to manage forests for their long-term health and resiliency. 
  
The primary barriers to managing Pennsylvania’s forests for health and resiliency in the face of climate 
change are: 1) lack of knowledge, 2) the complexity of influencing the management practices of more 
than half a million private forest landowners, and 3) the host of confounding, interrelated challenges to 
managing forests for diversity, health and resiliency. 

Human Health 
 
Climate change has the potential to affect human health through several different mechanisms. For 
each mechanism, however, there are opportunities to reduce the potential impact on human health. 
This report reviews recent research findings on the potential impacts of climate change on human 
health that are relevant to Pennsylvania. 
 
Higher temperatures will increase mortality from heat-related stress, but will decrease mortality from 
cold-related stress. While each of these effects is predicted with high confidence, the net effect on total 
mortality is unclear. However, the mortality risk from extreme heat events has been falling, as more and 
more households install air conditioning.  
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Climate change will worsen air quality relative to what it would otherwise be, causing increased 
respiratory and cardiac illness. The linkage between climate change and air quality is most strongly 
established for ground-level ozone creation during summer, but there is some evidence that higher 
temperatures and higher precipitation will result in increased allergen (pollen and mold) levels as well. 
The predicted impact of climate change on particulate concentrations is not clearly established. Air 
quality impacts from climate change are due to the combination of pollutants emitted from human 
sources and weather conditions. The most important adaptation strategy to reduce human health 
impacts from air quality changes due to climate change is to reduce pollutant emissions, particularly 
volatile organic compounds and nitrogen and sulfur oxides from combustion. 
 
Climate change can potentially also worsen water quality, affecting health through drinking water and 
through contact during outdoor recreation. The two primary mechanisms through which climate change 
could affect surface water quality are 1) increased pathogen loads due to increased surface runoff from 
livestock farms, sewer overflows, and resuspension of pathogens in river sediments during heavy 
rainstorms, and 2) increased risk of harmful algal blooms in eutrophied lakes and reservoirs. As with air 
quality, human health impacts from compromised water quality are due to the combination of pollutant 
emissions and weather. The most important adaptation strategy to reduce human health impacts from 
water quality changes due to climate change is to reduce nutrient and pathogen loadings to rivers and 
streams. 
 
The risk of injury and death from extreme weather events could increase as a consequence of climate 
change. There is a consensus in the literature that climate change will not necessarily increase the 
number of tropical cyclones, but that it will increase the probability that individual storms will be 
stronger and with heavier rainfall. Non-tropical extreme rainfall events are expected to increase as a 
consequence of climate change. The most important adaptation strategies to reduce injury and death 
from increased extreme weather due to climate change are to build homes and infrastructure in ways to 
minimize the risk to them from flooding, and to invest in storm forecasting and notification systems. 
 
Climate change could affect the distribution and prevalence of vector-borne diseases such as Lyme 
Disease and West Nile Virus. However, there is no clear consensus on whether climate change would 
increase or decrease risk of these diseases in Pennsylvania. Climate change could also affect the 
prevalence and virulence of air-borne infectious diseases such as influenza. However, again, there is no 
clear consensus on whether climate change would increase or decrease ill health from these diseases in 
Pennsylvania. For both vector-borne diseases and air-borne infectious disease, the most effective 
adaptation strategy to minimize the risk to human health is to assure that Pennsylvania residents have 
access to health care services. 

Outdoor Recreation 
 
By its nature, outdoor recreation is sensitive to climate. With the exception of snow- and ice-based 
recreation, there is not clear evidence that climate change will greatly affect outdoor recreation 
participation. However, climate change may affect the types of recreation people choose to pursue in 
each season. This report reviews recent research findings on the potential impacts of climate change on 
outdoor recreation participation that are relevant to Pennsylvania. 
 
Climate change will have a severe, negative impact on winter recreation. Pennsylvania’s downhill ski and 
snowboard resorts are not expected to remain economically viable past mid-century. Snow cover to 
support cross country skiing and snowmobiling has been declining in Pennsylvania, and is expected to 
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further decline by 20-60%, with greater percentage decreases in southeastern Pennsylvania, and smaller 
decreases in northern Pennsylvania.  
 
Climate change is not expected to greatly affect the rate of participation in recreational fishing. 
However, it will affect the types of fishing undertaken. Some areas that currently support cold-water 
(trout) fishing will no longer support that type of fishery. The impact of climate change on trout fishing is 
expected to be particularly severe in southeastern and northwestern Pennsylvania. An important 
adaptation strategy to minimize the effect of climate change on trout fishing is to reduce other stressors 
to trout, such as nutrient and sediment loadings to streams and degradation of riparian corridors.  
 
Climate change will increase summer temperatures and increase the duration of the warm season, 
which will potentially increase demand for water-based recreation (swimming, canoeing, kayaking, 
motor-boating). However, a study of national recreation participation did not show a strong relationship 
between climate and participation in water-based recreation, so whatever impact that climate change 
may have on water-based recreation is likely to be small.  
 
Finally, general outdoor leisure activity (e.g., walking, biking, golf, tennis) is sensitive to climate. 
Research has shown that people spend more time in outdoor leisure activity as temperature increases. 
Time spent in outdoor leisure is highest when temperatures are between 75 degrees F and 100 degrees 
F, and only drops when daytime high temperatures exceed 100 degrees F. However, Pennsylvania cities 
are expected to see increases in the frequency of 100+ degree days as a consequence of climate change. 
The net effect of climate change on outdoor leisure is therefore an increase in activity during the spring 
and fall and a decrease on the hottest days of summer. 
 
Outdoor recreation of all types is expected to increase in Pennsylvania due to increasing population and 
income. The primary adaptation strategy for winter sports enthusiasts will be to travel longer distances 
to reach areas with climates that support their activities. For outdoor recreation within Pennsylvania, 
agencies should plan to accommodate increased demand. Outdoor recreation is sensitive to climate, but 
also to the quality of the recreation resource. Improved water quality will encourage increased 
water-based recreation, while improved air quality will allow people to participate in outdoor leisure 
activities in hotter weather.   

Water 
 
Like the Climate Futures assessment, the water assessment in this Update benefits from the use of new 
data to examine trends in major components of the hydrologic cycle in Pennsylvania. Consistent with 
the prior assessment and update, climate change is expected to bring increased flood risks. However, in 
contrast to the prior assessment, new evidence indicates a strong capacity for water storage to recover 
from droughts in the state, mitigating concerns for low flows in the summer and significant capacity to 
recover from short-term droughts. Summer stream temperature records showed mixed trends in 
different parts of the state, but winter stream temperature showed warming trends, leading to complex 
outcomes that can be both opportunities and hazards for fish communities. Soil moisture trends were 
generally very mild. Higher peak flows have contributed to more prominent bank and soil erosion 
problems in the state, which have been corroborated by studies of river bed elevation trends. 
 
Combining the findings from our data-based studies and IPCC reports, we make the following 
statements regarding climate change impacts and adaptation for PA water resources, in addition to the 
actions recommended in the last impact update: 
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• ‘Low-regret’ adaptation methods that reduce vulnerability and exposure to present climate 

variability with co-benefits, are promising methods to create resilience under uncertain 
hydrological changes. Examples of these strategies include less impervious surface, green 
infrastructure, rooftop gardens and conservation of wetlands. 

• The impacts of droughts are likely to be short-term in Pennsylvania. However there are risks 
associated with short-term disasters, e.g., wetlands degradation and competition for water 
resources in low-flow, high-temperature periods between different sectors. Water availability 
issues for vulnerable communities may exist due to socio-economic inequalities. 

• There are substantial and increasing flooding risks in Pennsylvania for both urban areas and 
infrastructure in rural areas. Adaptation strategies that focus on increasing flood preparedness, 
reducing vulnerabilities and increasing resilience in more extreme and more frequent flooding 
scenarios are of high priority. It is important to consider differential risks and vulnerabilities in 
adaptation strategies. 

• The state should initiate programs for monitoring, assessing, estimating and abating stream 
bank erosion to protect overall stream health.   

Wetlands and Aquatic Ecosystems 
 
This Update presents new original research on the vulnerability of Pennsylvania’s wetlands to climate 
change. Because the hydrological regime is the driver of aquatic ecosystem processes most directly 
affected by climate change, vulnerability is articulated through changes in hydrologic regime, explicitly 
as wetter/stable/drier conditions. The analysis of hydrologic conditions was conducted in seven 
watersheds selected to be representative of a range of ecoregions and predominant land cover types. 
 
For a moderate greenhouse gas emissions growth scenario, watershed-wide hydrologic conditions at 
mid-century are predicted to remain relatively stable on an annual basis, but show considerable change 
on a seasonal basis. On an annual basis, 11% of the approximately 2400 km2 in the seven modeled 
Pennsylvania watersheds experienced drier conditions, 37% of the area was wetter, and the remaining 
51% remained stable. These values changed significantly when considering a seasonal instead of an 
annual basis. For example, during the winter (December, January, February), 61% of the modeled land 
experienced wetter conditions and 32% remained stable. Conversely, during the summer (June, July, 
August) 70% of the modeled land was drier, with only 19% remaining stable. 
 
The relative vulnerability of wetlands on various land cover regimes (as a proxy for condition) was also 
examined, with the majority of wetland acreage in forested land cover, followed by agriculture and 
developed land. The distribution of wetland acreage across these land cover types varies considerably 
by ecoregion. The majority of wetland acreage in both forested and agricultural settings is projected to 
remain stable or become wetter. All of the wetland acres within the developed land-use regime were in 
the Ridge and Valley ecoregion, and all were projected to remain stable. Only the Ridge and Valley 
ecoregion had any wetland acreage projected to become drier (in both forested and agricultural 
settings), though the majority of wetland acreage was still projected to remain stable within this 
ecoregion. In both the Glaciated Plateau and the Piedmont, more wetland acreage was projected to 
become wetter than to remain stable, while in the Unglaciated Plateau, all wetland acreage within 
agricultural land-use regimes was projected to remain stable.  
 
These results suggest that management action taken to protect wetlands within agricultural areas from 
the effects of climate change should be targeted in the Ridge and Valley ecoregion, as this was the only 
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ecoregion that had any wetland acreage projected to become drier, and also in the Glaciated Plateau, as 
the vast majority of wetland acreage was projected to become wetter. The majority of wetland acreage 
in the seven watersheds is classified as riverine or slope headwater floodplain; while almost equal 
percentages of wetter and stable conditions occur across this combined acreage, the results vary 
considerably by wetland type and ecoregion. The majority of riverine wetlands occur in the Ridge and 
Valley, and most of these remain stable; while the majority of slope headwater floodplains occur in the 
Glaciated Plateau and are projected to become wetter. Because of their direct connection to the bodies 
of water that people use for drinking water and recreation, riverine, slope/headwater floodplains, and 
slope/riparian depression wetlands are often targeted for protection and restoration. While the majority 
of wetland acreage for these three wetland types is projected to remain stable across most ecoregions, 
some riverine and slope headwater wetlands in the Ridge and Valley may become drier. Thus any 
management efforts to protect wetlands from the effects of climate change should be focused on these 
wetlands so that they are able to continue providing water quality services to nearby water-bodies.   

Coastal Resources 
 
Climate change poses a threat to the fauna of the tidal freshwater portion of the Delaware estuary. One 
reason is that increased water temperatures with climate change decrease the solubility of oxygen in 
water and will increase respiration rates, both of which will result in declines in dissolved oxygen 
concentration. Thus climate change will worsen the currently substandard water quality in the tidal 
freshwater region of the Delaware Estuary.  
 
The second reason that climate change threatens tidal freshwater fauna is through salt intrusion 
associated with sea-level rise and summertime streamflow declines. Existing research suggests a modest 
impact of climate change on salinity of the upper Delaware Estuary. 
 
The freshwater tidal wetlands along Pennsylvania’s southeastern coast are a rare, diverse, and 
ecologically important resource. Climate change poses a threat to these wetlands because of salinity 
intrusion and sea-level rise. Sea-level rise, however, has the potential to drown wetlands if their 
accretion rates are less than rates of sea-level rise. The potential for horizontal migration is low in 
southeastern Pennsylvania due to extensive development. In summary, climate change has the potential 
to exacerbate the currently highly stressed state of Pennsylvania’s tidal wetlands. 
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1  Introduction 
 
1.1  Background 
 
The Pennsylvania Climate Change Act (PCCA), Act 70 of 2008, directed Pennsylvania’s Department of 
Environmental Protection (DEP) to conduct a study of the potential impacts of global climate change on 
Pennsylvania over the next century. This study was prepared for DEP by a team of scientists at The 
Pennsylvania State University and presented to DEP in the 2009 reports: Pennsylvania Climate Impacts 
Assessment (Shortle et al., 2009), and Economic Impacts of Projected Climate Change in Pennsylvania 
(Abler et al. 2009).  
 
The PCCA required DEP to prepare updates of the Pennsylvania Climate Change Impact Assessment 
Report every three years to reflect advances in scientific understanding. The first update was prepared 
by the Penn State Team in 2013 (Ross et al., 2013). This report presents the second three year update.  
 
The 2009 Pennsylvania Climate Impacts Assessment and the 2013 Pennsylvania Climate Impacts 
Assessment Update presented simulations of the impacts of global climate change on Pennsylvania’s 
climate in the 21st century. They also presented assessments of the impacts of climate change in 
Pennsylvania on climate-sensitive sectors and the general economy. Just as the 2013 update revisited 
the conclusions of the 2009 study based on new scientific findings, data, and analyses that became 
available after the original report, this study revisits those conclusions based on new scientific findings, 
data, and analyses that have become available since the 2013 update. 
 
1.2  Methodology Overview 
 
The general methodology underlying this work is discussed in depth in the Pennsylvania Climate 
Impacts Assessment (Shortle et al., 2009). A brief review of the general methods is presented below. 
Specific methods used in the climate futures and sector assessments are described in those sections. 
  

1.2.1  Climate Futures 
An essential task for this update is to characterize Pennsylvania’s Climate Future. One approach would 
be to attempt to predict the actual evolution of the Commonwealth’s climate. However, climate 
predictions of this type are not the norm in climate change impact assessments because of the large 
uncertainties about the future course of greenhouse gas emissions and other factors that drive global 
climate change, about the response of regional climates to global climate change, and about the course 
of regional drivers of regional climate (e.g., land cover). Instead, the norm is to use climate change 
scenarios in which future climates are projected based on assumptions about the path of greenhouse 
gases and other determinants of climate change. Accordingly, as in the prior reports, the assessment of 
Pennsylvania’s Climate Futures makes use of simulations derived from a suite of General Circulation 
Models (GCMs) (complex mathematical models that are solved on supercomputers to simulate the 
earth’s climate).  
 
Data sets and analytical techniques for examining Pennsylvania’s Climate Futures have advanced 
significantly since the 2009 Impact Assessment and the 2013 update. Since those reports, the 
Intergovernmental Panel on Climate Change (IPCC) released its Fifth Assessment Report (AR5), which 
included new scenarios for future concentrations of greenhouse gases in the Earth’s atmosphere. The 
IPCC’s AR5 also ushered in the Coupled Model Intercomparison Project Phase 5 (CMIP5), providing new 
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output from a suite of General Circulation Models running standardized simulation experiments. This 
Update analyzes historical and future changes in Pennsylvania’s climate utilizing the new data sets, new 
statistical techniques, and the most recent suite of global and regional climate model simulations. 

1.2.2  Sectoral Assessments 
Most of the sectors considered in the 2009 report were mandated by PCCA. Other sectors were added in 
consultation with DEP. Criteria for selecting additional sectors, and that guided the depth with which all 
were examined, included: (1) the importance of the sector to the state’s economic and social wellbeing, 
and ecological health; (2) the expected sensitivity of the sector to climate variability and change; and 
(3) the data and scientific results available to perform a credible assessment given the limited time and 
resources available. The 2013 update and this update focus on sectors that were found in the 2009 
report to be especially sensitive to climate change. 
 
Ideally, the impact of projected climate change on any given sector would be assessed using a mixture of 
approaches, including integrated quantitative modeling of the sector and extensive stakeholder 
engagement. The limited time and resources available necessitate that the findings be based on readily 
available data, literature, and limited quantitative analyses utilizing readily available. It is important to 
note in this context that there is only a limited scientific literature addressing the impacts of projected 
climate change in Pennsylvania explicitly. In consequence, this assessment must in large degree 
interpret the implications for Pennsylvania of scientific literature and data that do not apply explicitly to 
Pennsylvania. 
 
Climate impact (vulnerability or risk) assessments conventionally focus on the direct impacts of climate 
change on climate-sensitive human or natural systems. The impact on (or vulnerability of, or risk to) the 
system depends on the climate change to which the system is exposed, the sensitivity of the system to 
the exposure, and the adaptation of the system to ameliorate harms or exploit opportunities. Each 
element of impact assessment – the climate change that occurs, the sensitivity of systems to that 
change, and the adaptations – are important to the outcomes. The sectoral assessments presented in 
this report consider exposures, sensitivities, and adaptations in assessing potential impacts. Importantly, 
impacts are not exclusively negative. For example, warmer, wetter environments can be beneficial for 
some crops, and warmer winters can reduce human health risks associated with cold weather. 
Accordingly, impacts are risks or vulnerabilities in many cases, but provide for opportunities in others. 
 
In addition to considering direct impacts of climate change, this Update, as did the 2009 Assessment and 
the 2013 Update, considers indirect impacts to the extent that supporting scientific literature allows. 
This consideration of indirect impacts is because global climate change can affect a region through other 
economic, demographic, and ecological pathways (Abler et al. 2000a, Najjar et al. 2000). For example, 
global climate change will affect agricultural production across the nation and the planet, affecting 
global agricultural markets. In consequence, Pennsylvania farmers will be affected not only by changes 
in climatic conditions affecting agricultural productivity, but by changes in prices and agricultural 
technology induced by global climate change. Similarly, global climate change may affect the spread of 
invasive species, vector borne diseases, and human populations outside of Pennsylvania in ways that 
have impacts on Pennsylvania. Indirect impacts are important because they can amplify or counteract 
direct impacts on a sector, and because they can have greater impacts for a region than the direct 
impacts (e.g., Abler et al. 2000b, 2002).  
 
In addressing impacts (or vulnerabilities or risks), an important consideration is the choice of metrics for 
measuring outcomes. For example, metrics for considering the impacts of climate change on agriculture 
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include changes in crop yields, adaptive changes in farming systems, changes in land allocated to various 
crops, changes in farm income, changes in consumer prices and food expenditures, and changes in 
ecosystem services influenced by agricultural production. A robust assessment will consider multiple 
metrics. As in the prior Assessment and Update, this Update considers multiple metrics to the extent 
that they are available in the scientific literature. 

1.2.3  Uncertainty 
Uncertainty in climate impact assessment is large and stems from multiple causes. There is uncertainty 
about future climates due to imperfect knowledge of the paths of the drivers of climate change and the 
response of global and regional climates to climate stressors. There is uncertainty about how human and 
natural systems would evolve without climate change, and thus about what the future would be like 
without climate change. There is uncertainty about the sensitivity of human and natural systems to 
climate change, and the scope and effectiveness and adoption of possible adaptations. This assessment 
acknowledges uncertainty and addresses it explicitly.  
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2  Past and future climate of Pennsylvania 

2.1  Introduction 
 
Our first report on Pennsylvania’s climate (Shortle et al., 2009) was focused on the evaluation of climate 
model simulations for Pennsylvania and an analysis of their projections for the Commonwealth. While 
individual global climate models (GCMs) differed dramatically in their ability to simulate the climate of 
Pennsylvania, we found that the multi-model mean produced a credible simulation of Pennsylvania’s 
recent climate, superior to the simulation of any individual GCM. For this reason, we mainly focus on 
multi-model averages in this report. Our main findings for the projected climate of the Commonwealth 
were continued and substantial increases in temperature and precipitation, with a weak sensitivity to 
emissions scenario over the next 20 years and strong sensitivity by late century. Precipitation was 
projected to increase in winter much more than in other seasons. It was also found that Pennsylvania’s 
precipitation climate will become more extreme in the future, with longer dry periods and greater 
intensity of precipitation. 
 
Our second report on Pennsylvania’s climate (Ross et al., 2013) took advantage of new high-resolution 
(50 km in the horizontal) climate model simulations to further evaluate the skill and usefulness of 
climate models for impact assessments. We found that our previous conclusions were supported. We 
also undertook a limited analysis of Pennsylvania’s past climate to assess the role of greenhouse gases 
and found that the observed warming was mainly anthropogenic. Here, we continue to utilize the latest 
climate models simulations, which have higher resolution and improvements in model physics, to 
investigate how Pennsylvania’s climate may change in the future. We also continue to investigate 
historical changes in Pennsylvania’s climate by (1) analyzing the potential roles of climate modes, such 
as El Niño, and (2) considering a larger suite of climate models that have been run with and without 
changes in atmospheric composition due to anthropogenic activity. We also investigate past and future 
changes in above- and below-normal monthly precipitation in the agriculturally productive southeastern 
part of the Commonwealth. 

2.2  Sources of observational data and climate simulations 

2.2.1  Observational data 
A variety of observational climate data sets were used in this report. Three main temperature and 
precipitation products were used: Climate Division data, United States Historical Climate Network 
(USHCN) data, and a gridded data product from the University of Delaware. For runoff and soil moisture, 
a data product based on a data assimilation system was used. Climate Division data were used for an 
analysis of extreme precipitation, the HCN data were used for an analysis of heating and cooling degree 
days, and the University of Delaware data were used for model evaluation. 

2.2.1.1  Climate division data 
Each of the contiguous states has been sub-divided into as many as 10 climate divisions, depending on 
the size of the shape. Pennsylvania has ten climate divisions that are structured to coincide with county 
boundaries such that all 67 counties are accounted for (Figure 2.1). There are a total of 344 climate 
divisions in the lower 48 states. The climate divisions are composed of aggregated cooperative weather 
stations and some Federal Aviation Administration reporting stations. All cooperative weather observers 
have been trained to correctly measure once each 24-hour period the daily precipitation (liquid and 
solid) and, when appropriate, snow on the ground. A majority of the stations also measure daily 
maximum  
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Figure 2.1. Pennsylvania’s 10 climate divisions (outlined in red) and counties (outlined in black). 
 
and minimum temperatures as well as readings at the time of observation. There are over 5000 
cooperative stations reporting each day and these data are compiled for near real-time analysis by the 
National Weather Service’s field offices, the Climate Prediction Center, and the National Climatic Data 
Center for computation of a variety of anomalies and derived indices. 
 
In their basic form, the climate division data are a simple un-weighted arithmetic mean of monthly data 
from all representative stations within the division. In reality, the computation of the entire suite of 
variables (temperature and precipitation) for all unchanging divisions for each month and year since the 
data were acquired (January, 1895) is a complicated undertaking (Karl et al., 1983). Division boundaries 
have shifted slightly during the last century. In the mid-1950s, state climatologists realigned some of the 
divisional boundaries to best match their needs, specifically regarding drainage basins in the western 
states. 
 
Since 1931, the average monthly temperature within a climate division has been calculated using equal 
weight of each station reporting temperature within that division. Since the number of stations within a 
climate division varies over time, as some stations close and new ones open, this minimizes the 
potential for bias. Prior to 1931, divisional temperature averages were calculated from state averages 
estimated from hind-casting United States Department of Agriculture state values from 1931-1982 and 
applying the best fit regression equations to the earlier data set. 
 
Divisional averages of precipitation were calculated in the same way as temperatures, but with an 
important exception. Only stations that report both temperature and precipitation were used to 
calculate the divisional average precipitation. Since the number of stations that measure precipitation 
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always equals or exceeds those reporting temperature, this method ensures that averages of 
temperature and precipitation are tallied from the same group of stations. 
 
To assess changes in the frequency of extreme precipitation (both dry and wet periods) for the historical 
record, monthly precipitation accumulations were analyzed at the climate division scale. For this 
assessment, data were analyzed from Pennsylvania Climate Divisions 3 and 4, which cover the 
Southeastern Piedmont and Lower Susquehanna regions, respectively. Resources available to the 
project did not allow in depth analysis of all ten climate divisions. We selected divisions 3 and 4 because 
they represent the most productive agricultural lands in Pennsylvania. We expect trends in other 
Pennsylvania divisions to be similar to those in the selected divisions.  

2.2.1.2  Historical Climate Network data 
We analyzed changes in heating and cooling degree days since 1900 across Pennsylvania using data from 
the USHCN, Version 2 (Menne et al., 2009; Menne et al., 2010). The USHCN, is a high-quality data set 
specifically designed for long-term trend analysis. 

2.2.1.3  Gridded temperature and precipitation data 
To evaluate model simulations of mean temperature and precipitation, we used version 3.01 of the 
University of Delaware Air Temperature and Precipitation dataset (Matsuura & Wilmont, 2000). This 
dataset provides surface values of monthly mean temperature and total precipitation on a 0.5-degree 
grid. The values are obtained by interpolating Global Historical Climatology Network data, a global 
version of the USHCN data. The University of Delaware dataset was also used in the previous 
assessment and update for evaluating model simulations. 

2.2.1.4  Soil moisture and runoff data 
Observations of soil moisture and runoff were obtained from the North American Land Data 
Assimilation System phase 2 (NLDAS-2) (Xia et al., 2012). This dataset provides hydrological information 
on a 1/8th-degree grid. Hydrological information is obtained by running the Noah land surface model 
with data assimilation. 

2.2.2  Climate simulations  
Since the last Pennsylvania Climate Impacts Assessment (Shortle et al., 2009) and update (Ross et al., 
2013), the Intergovernmental Panel on Climate Change (IPCC) released its Fifth Assessment Report 
(AR5), which included updated scenarios of future concentrations of greenhouse gases in the Earth’s 
atmosphere. These new scenarios are known as Representative Concentration Pathways (RCPs) (Moss et 
al., 2010; van Vuuren et al., 2011). The primary component of each RCP is the radiative forcing at the 
year 2100. Four RCPs have been developed: RCP8.5, RCP6.0, RCP4.5, and RCP2.6. The numbers after RCP 
refer to the radiative forcing at 2100 in watts per square meter. For example, in the RCP8.5 scenario, 
there are 8.5 W m-2 of radiative forcing in 2100 that came from anthropogenic emissions of greenhouse 
gases. 
 
Compared to the emissions scenarios used in our previous assessment and update, as well as in the 
IPCC’s Fourth Assessment Report, there are fewer scenarios (only four), but the range of the scenarios 
covers both higher and lower greenhouse gas concentrations than before. Greenhouse gas 
concentrations in the RCP8.5 scenario exceed those of any previous emissions scenario (Figure 2.2), and 
concentrations in the RCP2.6 scenario actually end at values lower than present-day concentrations, 
implying  
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Figure 2.2. Historical and projected greenhouse gas concentrations in units of CO2 equivalent. The black line 
represents historical concentrations and colored lines show future concentrations under the four different RCP 
scenarios. 
 
some sort of sequestration will occur. Similarly, the amount of global warming realized under these 
scenarios also covers a wider range (Figure 2.3); under RCP8.5, the world warms more than in any 
previous scenario, and under RCP2.6, warming is much lower. 
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The projections of future change in this report are primarily based on the RCP8.5 scenario. We chose 
this scenario for several reasons. First, it is the successor of the A2 scenario (Nakićenović & Swart, 2000), 
which we used in the previous assessment and update, and which we continue to use in this report for 
older datasets that are not based on RCPs. Second, RCP8.5 is one of two core emission scenarios in the 
latest database of GCM experiments (Taylor et al., 2012), which ensures greater availability of climate 
model data. Third, RCP8.5 represents the emissions path that the world is currently on, including any 
emissions reduction legislation that has passed (Riahi et al., 2011). Thus the scenario assumes no 
additional reduction of emissions will take place, resulting in the largest greenhouse gas concentrations 
and temperature increases of all of the RCP scenarios, and presents a kind of worst-case scenario that is 
most useful for planning and risk reduction. This also allows some approximation of the results that 
would be obtained under a lower scenario. For example, if emissions were lower than assumed under 
RCP8.5, one could assume that temperature increases will be less than those projected under RCP8.5. 
Finally, although RCP8.5 can be considered a worst-case scenario, some climate changes are proceeding 
at rates faster than those predicted by models under this scenario. For example, GCMs fail to simulate 
the rapid decline in Arctic sea ice cover that has been observed over the past few decades (Stroeve et 
al., 2012; Melillo et al., 2014). 
 
In addition to new emissions scenarios, the IPCC’s AR5 also ushered in the fifth phase of the Coupled 
Model Intercomparison Project (CMIP5) (Taylor et al., 2012). The CMIP5 dataset provides output from a 
number of GCMs, all running standardized experiments to enable intercomparison. This dataset replaces 
Phase 3 of the CMIP project (CMIP3) (Meehl et al., 2007), which we used in our previous assessment and 
update, and accordingly we now use CMIP5 as the primary source of GCM data for this report. The 
models in the new dataset generally have higher horizontal resolution (mostly on the order of 
1-2 degrees) and improved model physics and parameterizations. Although the model resolution is finer 
than the previous CMIP datasets, it is still relatively coarse compared to the resolutions typically used in 

Figure 2.3. Global mean surface warming projected under various emissions scenarios. The left side shows 
warming predicted by the older CMIP3 models under three Special Report on Emissions Scenarios (SRES). The 
right plot shows warming predicted by the newer CMIP5 models under the four RCP scenarios. From Knutti & 
Sedláček (2013). 
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models for forecasting the weather and hydrology. Many simulations are available for each model, 
including simulations of past conditions with historical concentrations of greenhouse gases and 
simulations of future conditions with varying concentrations. In this report, we use the simulations with 
historical greenhouse gases to evaluate the models’ ability to simulate our present climate, and we use 
simulations using the RCP8.5 greenhouse gas concentration scenario to make projections of future 
climate. 
 
The field of high-resolution regional climate modeling has also evolved since our last report and update. 
Although the CMIP5 models are state-of-the-art GCMs, the computational expense of running for long 
timespans at a global scale places limits on the spatial and temporal resolution of the models. A set of 
methods known as downscaling is used to produce higher-resolution simulations of climate, typically 
over smaller regions. Downscaling comes in two flavors: dynamical and statistical. There are advantages 
and disadvantages to each method. For this report, we analyzed data from both dynamically and 
statistically downscaled climate models. 
 
The process of dynamically downscaling a GCM involves running a separate, higher-resolution model 
within the GCM. Since the domain of the high-resolution model is confined to a smaller region, it is 
known as a regional climate model, or RCM. The RCM receives information at its boundaries from the 
GCM and proceeds to simulate climate inside its region using its own resolution and model physics. 
 
The dynamically downscaled model data in this report were acquired from the United States Geological 
Survey (Hostetler et al., 2011), which used two GCMs from CMIP3 (GFDL CM 2.0 and MPI ECHAM5) and 
one additional GCM (GENMOM). These three models provide conditions at the boundary of the 
RegCM3 regional climate model, which then simulates the climate over Eastern North America using a 
high spatial resolution (15 km) and detailed model physics. All of these simulations were run under the 
SRES A2 emissions scenario. The RCM boundary and topography is shown in Figure 2.4 and a zoomed-in 
view of the topography over the Mid-Atlantic region is shown in Figure 2.5, which reveals that the main 
topographic features in Pennsylvania are captured on the RCM grid. 
 
Statistical downscaling is an alternative method for obtaining climate simulations at a spatial resolution 
that is not currently possible in GCMs. Statistical downscaling generally works by developing statistical 
relationships between coarse-resolution observations that GCMs typically simulate well (such as 
upper-air pressure) and fine-resolution observations of interest that GCMs do not simulate as well (such 
as surface precipitation). After the statistical relationships are determined, they are applied to the GCM 
data to obtain high-resolution climate simulations. One of the advantages of statistical downscaling is 
that it is rooted in observations. On the other hand, statistical downscaling assumes that the 
relationship between the coarse and fine scales does not change with time. An additional disadvantage 
of statistical downscaling is that it is only possible for variables that have an extensive and reliable 
observational record to develop the statistical relationships with. For example, statistically downscaling 
conditions in the upper atmosphere is difficult because there are very limited historical observations in 
this region. 
 
For statistically downscaled models, we used the “Downscaled CMIP3 and CMIP5 Climate and Hydrology 
Projections" archive at http://gdo-dcp.ucllnl.org/downscaled_cmip_projections/ (Brekke et al., 2013), 
which converts CMIP5 model precipitation, temperature, and other atmospheric variables to a 
1/8th-degree domain (about 12-km resolution); see Figure 2.6. In addition, this high-resolution product is 
used to run a hydrological model (the Variable Infiltration Capacity model) to simulate hydrological 
conditions such as soil moisture and runoff. In this way, this dataset represents a kind of hybrid 
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statistical-dynamical downscaling method. For simplicity, however, we will refer to it as statistically 
downscaled. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.4. Domain of the dynamically downscaled models. The colored shading shows the model topography on 
its native resolution. 

 
 

 

 

 

 

 

 

Figure 2.5. The topography of the dynamically downscaled models over the Mid-Atlantic region. 
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2.3  Data processing and analysis  

2.3.1  Observational data 
Climate division data were processed in order to assist with the analysis of (1) extreme precipitation and 
(2) the relationship of temperature and precipitation to climate modes USHCN data were processed to 
compute heating and cooling degree days.  
 
For the extreme precipitation analysis, sixty years of precipitation data were selected because it 
comprises the most recent consecutive periods of standard 30-year normals. As a point of illustration, 
two climate divisions that encompass the agriculturally rich southeast quadrant of the Commonwealth 
were chosen to determine shifts in precipitation accumulation frequency. Climate Division 3 
(Southeastern Piedmont) and Climate Division 4 (Lower Susquehanna) represent the area that is 
considered most sensitive to precipitation deficits due to the volume of crops grown in this region. Using 
the most recent 30-year normal monthly precipitation values (1981-2010) and based on on-going study 
conducted at the Northeast Regional Climate Center (NRCC) 
[http://www.nrcc.cornell.edu/page_drought.html], the monthly distribution of precipitation for the 
30-year periods 1951-1980 and 1981-2010 for the two climate divisions was used to create histograms 
that display the precipitation by bin values of 10% while grouping all very dry (<50%) and very wet 
(>150%) months together. The reference to the NRCC study relates to drought frequency based on the 
Palmer Drought Severity Index (PDSI). All drought events of varying durations for the two climate 
divisions were compiled and the standardized precipitation index (SPI) for each drought event was 
calculated and the mean value of all events was determined to be approximately 65%. 
 
To analyze the variability of the climate divisional time series, a wavelet analysis was conducted. The 
goal of the wavelet analysis was to decompose the variance of the time series as a function of frequency 
or period and determine the frequency components that are contributing most to the overall variance of 

Figure 2.6. The topography of the statistically downscaled models over the Pennsylvania area. 
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the time series. For example, a wavelet analysis of an index of the El Niño phenomenon would show that 
the dominant frequency component corresponds to a period of several years because El Niño events 
occur, on average, every few years. The frequency components with enhanced variance (or global 
wavelet power) are the frequencies at which interesting features may be present, possibly related to 
some physical mechanism. To detect features embedded in a time series, a wavelet function was used 
to smooth the time series at different degrees of smoothing to detect features that are most 
pronounced at a particular frequency. For a brief technical discussion of wavelet analysis the reader is 
referred to Appendix A. To ensure that results were not generated from random noise, statistical 
significance of the global power was tested against a red-noise background spectrum, a global wavelet 
spectrum that favors high global power at low frequencies (Appendix A). 
 
Another advantage of wavelet analysis is that two time series, such as precipitation and temperature, 
can be correlated at a particular frequency. Such a decomposition is referred to as wavelet coherence, 
which can be regarded as a localized correlation coefficient in both time and frequency. A wavelet 
coherence analysis was chosen because climate modes are energetic at various frequencies, so that 
correlation coefficients between climate data and climate indices may be preferentially expressed at 
particular frequencies. A more simple measure of coherence is global wavelet coherence, a 
time-averaged version of wavelet coherence. Global coherence, unlike the traditional correlation 
coefficient, is bounded by zero and one, with zero representing the weakest possible relationship and 
one representing the strongest possible relationship. Like global wavelet power, the statistical 
significance of global coherence needed to be assessed. A more technical discussion of wavelet 
coherence is provided in Appendix A. 
 
Before the wavelet analysis was conducted, the monthly climate divisional data were converted to 
anomalies by removing the 1900-2013 mean annual cycle. The procedure was also conducted on the 
climate index data. When comparing two time series, the data were first standardized by dividing the 
anomalies for each month by the standard deviation of the original data for each month. 
 
USHCN data were used to compute annual heating and cooling degree days in Pennsylvania since 1900. 
The number of heating degree days in a given year is computed by summing each day’s deficit of 
temperature below 65 °F. For example, a day with a mean temperature of 60 °F has 5 degree days. Days 
above 65 °F are counted as zero. Cooling degree days are computed in an analogous way—by summing 
each day’s excess above 65 °F. 

2.3.2  Climate model data 
Data from each of the model datasets were extracted for a historical period of 1971-2000 and a future 
period of 2041-2070. There are several cases where models are missing a few years from the start or 
end of these time periods. For these cases, we simply used whatever data were available during the 
time periods. 
 
The CMIP5 and statistically downscaled datasets include multiple realizations for some models. For a 
model with multiple realizations, each realization may start with different initial conditions or have 
slightly different model physics settings. In this way, the multiple realizations provide some estimate of 
the uncertainty associated with the model output as a result of random weather variability or 
uncertainty in the model physics. To reduce each model to a single simulation, we averaged the model’s 
multiple realizations after extracting the variable of interest. The list of models used is provided in 
Appendix B. 
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The next step was to interpolate the model output to a common grid for each dataset. In each of the 
statistically and dynamically downscaled datasets, the data are already on a common grid, so no 
additional steps were required. The CMIP5 models use widely varying grids, so each model was 
interpolated to a 0.5-degree grid , which is a finer resolution than most of the GCMs. The topography of 
the region on this grid is shown in Figure 2.7, which reveals that GCMs do a poor job at resolving the 
topographic features of Pennsylvania. Thus, one of the advantages of downscaling is an improved 
treatment of topography (Figures 2.5 and 2.6). 
 
For state-wide averages, we first interpolated the model output to a uniform 8 × 6 (longitude by 
latitude) grid that nearly covers the entire state, and then averaged the values at the grid boxes. For 
comparison with unevenly spaced observations such as climate division data, we interpolated the model 
output to the observation locations. Finally, the metric of interest was calculated for each model and at 
each grid point. To plot maps of the model metrics, we calculated the average of the models for each 
dataset.  

 

Figure 2.7. Topography from NLDAS-2 (Xia et al., 2012) interpolated onto the 0.5-degree grid used for the CMIP5 
models. 

2.4  Historical climate 

2.4.1  Changes in temperature and precipitation 

2.4.1.1  Trends and variability in temperature and precipitation 
Climatic time series are often composed of both oscillations and trends. Temperature and precipitation 
are no exceptions, exhibiting variability on a broad set of time scales. In some cases, the variability at a 
certain time scale exceeds a threshold that random noise could hardly obtain. It is at such time scales 
that an oscillation is said to exist, allowing the behavior of a time series to be predicted months to 
decades in advance. The sunspot cycle, as an example, is composed of a prominent oscillation at a 
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period of 11 years, which allows scientists to determine the general future behavior of the sunspot 
cycle. 
 
The climate divisional temperature and precipitation considered in this report also exhibited time scales 
of enhanced variability. Shown in Figure 2.8 are precipitation time series for each climate division. 
Climate Divisions 1-5 and 6-10 are shown on separate panels for clarity. To highlight temporal variability, 
the time series have been standardized, which means that the average has been removed and the result 
has been divided by the standard deviation. To focus attention on variability at longer time scales, the 
standardized time series have been smoothed using a two-year running average. 
 
The most notable features are the wet periods in the early 1960s and the 1970s. Situated between the 
two wet periods was a dry period called the 1950s drought, which was one of the most prominent 
droughts in Pennsylvania for the instrumental record. Precipitation variability is very similar throughout 
the Commonwealth, though the precipitation declines in Climate Divisions 6-10 associated with 1960s 
were less pronounced compared to those of Climate Divisions 1-5, suggesting spatial differences of 
drought impacts in Pennsylvania. 

 
Figure 2.8. (a) Standardized anomalies of mean monthly precipitation for Climate Divisions 1-5 for the period 
1900-2013. (b) Same as (a) but for climate divisions 6-10. Data have been smoothed by a 2-year running mean.  
 
To determine if the large fluctuations in precipitation during the 1960s and 1970s were simply 
stochastic, unpredictable fluctuations, a global wavelet analysis was conducted together with statistical 
significance testing (Appendix A). The results from the global power analysis detected significant global 
wavelet power of precipitation at a period of 27 years for all Climate Divisions except for climate 
divisions 7-10, the westward-most climate divisions. Indeed, inspection of Figure 2.8 indicates that 
precipitation in Climate Divisions 5-10 had smaller standardized anomalies during the 1960s and also 
during the previous and subsequent wet periods. The results suggest that drought conditions are not 
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spatially uniform and thus when examining precipitation, whether past or future changes, spatial 
inhomogeneity should be considered. 
 
The temperature time series are shown in Figure 2.9 and reveal that the climate divisions are highly 
correlated with each other. High temperatures occurred in the early 1920s, 1930s, 1990s, and 2000s; 
low temperatures occurred around 1905 and in the late 1920s and 1930s. A period of below-normal 
temperatures also occurred from 1960 to 1970, which was also a time of below-average precipitation. 
After a local minimum in mean temperature around 1978, the mean temperature generally increased. 
 

Figure 2.9 (a) Standardized anomalies of mean monthly temperature for Climate Divisions 1-5 for the period 
1900-2013. (b) Same as (a) but for Climate Divisions 6-10.  
 
A similar global wavelet power analysis was conducted but with mean monthly temperature anomalies 
for each of the 10 climate divisions. Unlike precipitation, no 27-year periodicity was detected for any of 
the climate divisions; on the other hand, a statistically significant 2-year periodicity was found for 
Climate Divisions 1-8, with the global power for Climate Divisions 5-6 being statistically significant at the 
99% level. No spatial variability was detected across Pennsylvania. 

2.4.1.2  Trends in heating and cooling degree days 
The annual totals of heating and cooling degree days have also varied widely during the last century 
(Figure 2.10). Overall, the average annual total of heating degree days during 1981-2010 was 
6073, while the average annual total of cooling degree days was only 639. This indicates that mean 
temperatures in Pennsylvania are more frequently below 65 °F than above, and that the state’s demand 
for heating is much higher than its demand for cooling. The degree days vary significantly from year to 
year, however, and there is only modest correlation between the total heating and cooling degree days 
in a year. Since 1900, neither metric shows a statistically significant trend. However, moderate 
decreases in heating degree days and increases in cooling degree days are present since 1970. Finally, it 



30 

is important to note that these data are not corrected for problems such as relocation, urban heating, 
and change in measurement time, which may reduce the reliability of the data. 

 

Figure 2.10. Cooling degree days (CDD) and heating degree days (HDD) anomalies averaged over 18 USHCN 
stations across Pennsylvania. The base temperature for both metrics is 65 °F. Anomalies are relative to the 
1981-2010 means; station-mean heating and cooling degree days during this time period are 6073 and 639 
respectively. In this figure, lines denote the station mean values, and shaded regions denote 95% confidence 
intervals on the station mean using bootstrapping with replacement. 

2.4.1.3  Extreme precipitation changes 
Comparisons of the number of years in which very dry (precipitation <65% of normal) conditions were 
present in each of the two 30-year periods (1951-1980 and 1981-2010) for each month are shown in 
Figures 2.11 and 2.12 for Climate Division 3 (Southeastern Piedmont) and 4 (Lower Susquehanna), 
respectively. For both climate divisions, the number of years in which dry conditions occurred decreased 
in the most recent 30-year period (1981-2010) compared to the 1951-1980 period in seven out of the 
12 months of the year (although distributed differently throughout the year between both divisions). 
In only three of the 12 months did dry conditions decrease in both climate divisions (dry conditions 
remained the same in three months). Over all 12 months, there were 11 fewer dry months in 
1981-2010 as compared to 1951-1980 in Climate Division 3 and nine fewer dry months in Climate 
Division 4, declines of 11% and 9%, respectively. These results indicate that droughts have become less 
frequent over time in Southeastern Pennsylvania.   
 
Comparisons of the number of years in which very wet (precipitation >150% of normal) conditions were 
present in each of the two 30-year periods (1951-1980 and 1981-2010) for each month are shown in 
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Figures 2.13 and 2.14 for Climate Divisions 3 and 4, respectively. Wet conditions have either remained 
the same or increased in the most recent 30-year period as compared to 1951-1980 for nine out of the 
12 months of the year in Climate Division 3, and seven out of the 12 months in Climate Division 4. Over 
all 12 months, there were six more wet months in 1981-2010 in Climate Division 3 as compared to 
1951-1980 and five more wet months in Climate Division 4, increases of 14% and 11%, respectively. 
These results indicate that very wet conditions have become more frequent over time in Southeastern 
Pennsylvania. 
 
 
 

 

Figure 2.11. Distribution of the number of years in which months were determined to be anomalously dry 
(monthly precipitation <65% of normal) for each month of the year in Climate Division 3 (Southeastern Piedmont). 
The number of occurrences (years) were calculated using two base 30-year periods: 1951-1980 and 1981-2010. 
Normal precipitation values were calculated using the 1981-2010 period. 
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 Figure 2.12. As in Figure 2.11, except for Climate Division 4 (Lower Susquehanna). 

Figure 2.13. As in Figure 2.11, except for wet months (> 150% of normal). 
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Figure 2.14. As in Figure 2.13, except for Climate Division 4 (Lower Susquehanna). 

As a result of the combined effects of fewer drought occurrences as well as an increase in very wet 
months across the southeastern portion of Pennsylvania, these findings support the fact that 
Southeastern Pennsylvania has become more “drought resistant” over the course of the last few 
decades. In other words, water resources have been more abundant over recent years as compared to 
previous decades. 
 
The distribution of precipitation in 10% increments between 50% and 150% as well as <50% and >150% 
is shown for 1951-1980 using 1981-2010 as the normal period in Figure 2.15 for Climate Divisions 3 and 
4. Note the greater frequency of events less than 100% indicating this period was notably drier than the 
most recent 30 years. Specifically, the count of >50 (out of a possible 360) months with less than 50% of 
normal precipitation reflects the droughts that occurred in the 1950s and 1960s in this region. Figure 
2.16 shows the precipitation distribution for 1981-2010. Note the magnitude of the bar representing 
>150% of normal precipitation, indicating a substantial rise in extreme precipitation events during this 
period. 
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Figure 2.15. The frequency distribution of monthly precipitation amounts for the Southeastern Piedmont (top) and 
the Lower Susquehanna (bottom) for 1951-1980 based on the 1981-2010 normals.   
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Figure 2.16. Same as Figure 2.15 except for 1981-2010. 

2.4.2  Potential causes of changes 

2.4.2.1  Climate modes 
Climate modes are recurring spatial patterns in sea surface temperature (SST), sea-level pressure (SLP), 
and other climate variables that operate on an array of time scales, ranging from monthly to 
multidecadal. Perhaps the most well-known climate modes are the North Atlantic Oscillation (NAO) and 
the El Niño-Southern Oscillation (ENSO), with the latter having regional- to global-scale impacts. Other 
climate modes include the Atlantic Multidecadal Oscillation (AMO), Pacific Decadal Oscillation (PDO), 
and Pacific-North American teleconnection pattern (PNA). A discussion of each climate mode is provided 
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below together with descriptions of the physical mechanisms governing each climate mode. A brief 
survey of climate-mode impacts on Northeast climate variability is also provided. 
 
The NAO characterizes the seesaw pattern of SLP over the North Atlantic consisting of the Icelandic Low 
and the Azores High. To better monitor the evolution of the NAO, an NAO index has been constructed, 
which is defined as the normalized SLP difference between the Azores High and the Icelandic Low 
(Hurrell et al., 2003). This index offers a simple interpretation: when the NAO index is negative the 
pressure difference between the two centers of action is weaker than normal; when the NAO index is 
positive the pressure difference is stronger than normal. The NAO index has allowed the quantification 
of various statistical and frequency-domain properties of the NAO. More specifically, the NAO was found 
to have enhanced variance at the decadal timescale, though the physical mechanisms governing this 
characteristic time scale are uncertain (Hurrell et al., 2003). The NAO index has also been found to be 
correlated with both precipitation and temperature across the Northeast United States, particularly in 
the winter when the atmosphere is most dynamically active (Serreze et al., 1998; Seager et al., 2010). 
 
ENSO is a 2-7 year oscillation in equatorial Pacific SST consisting of two phases: (1) the El-Niño phase, 
characterized by positive SST anomalies, weaker than normal trade winds, and enhanced atmospheric 
convection (vertical motion) over the equator; and (2) the La-Niña phase, characterized by 
below-normal SSTs in the equatorial Pacific together with reduced convection and stronger-than-normal 
trade winds. A common metric for measuring the strength and evolution of ENSO is the Southern 
Oscillation Index (SOI), defined as the SLP difference between Darwin, Australia and Tahiti (Trenberth, 
1984). The index measures the strength of the trade winds. The changes in tropical convection 
associated with each phase of ENSO alters the mid-latitude large-scale circulation pattern in the 
Northern-Hemisphere boreal winter (Bjerknes, 1969; Horel and Wallace, 1981), with an El-Niño phase 
bringing more snowfall to the East Coast of the United States, including eastern Pennsylvania (Patten et 
al., 2003; Seager et al., 2010). Snowfall is particularly enhanced during El-Niño phases when the NAO is a 
negative, suggesting covariability. The increased snowfall may be the result of increased East Coast 
storm frequency during El-Niño events (Eichler and Higgins, 2006). 
 
The AMO describes changes in mean SSTs across the North Atlantic Ocean. Unlike ENSO and the NAO, 
the AMO exhibits enhanced variance at periods of 20-80 years (Enfield et al., 2001). To measure the 
strength and evolution of the AMO, an index has been constructed that is defined as the detrended 
average SST in the North Atlantic basin from 0° to 70°N (Enfield et al., 2001). Variations in the AMO 
index are associated with changes in the overlying atmosphere and long-time scale oceanic processes 
such as the thermohaline circulation. The AMO has been shown to impact drought frequency across the 
United States, though only weakly in the Northeast United States (McCabe et al., 2004). 
 
The PDO is another multidecadal mode of variability in the climate system with characteristic time scales 
of 20 to 70 years (Mantua et al., 1997; Mantua and Hare, 2002). The PDO index is defined as the leading 
empirical orthogonal function (EOF) of SSTs across the North Pacific Ocean. The PDO index captures 
most of the spatial variability of SSTs in the North Pacific, with a negative phase consisting of negative 
SST anomalies along the west coast of the United States and positive anomalies in the central North 
Pacific (Mantua et al., 1997; Mantua and Hare, 2002). The spatial pattern associated with the positive 
phase is opposite to that of the negative phase, consisting of positive SST anomalies along the west 
coast of the United States and negative anomalies in the central North Pacific Ocean. The PDO has been 
related to drought across North America and streamflow variability across the Northeast United States 
(McCabe et al., 2004; Labat, 2010). The PDO may not, however, directly influence North American 
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climate; rather, it may be the related atmospheric PNA pattern that influences weather, which tends to 
be in positive phases during El-Niño events (Feldstein, 2002). 
 
The PNA index, which is defined as the leading EOF of Northern-Hemisphere geopotential height 
(Wallace and Gutzler, 1981), describes the jet stream configuration over North America. The positive 
phase is associated with a trough of low pressure over the eastern United States, bringing 
cooler-than-normal conditions across the region, whereas the negative phase is associated with a zonal 
flow pattern across the United States, resulting in above-normal temperatures across the Northeast 
region (Leathers et al., 1991; Notaro et al., 2006). The PNA pattern has also been related to precipitation 
variability across Pennsylvania during the cool season (Archambault, 2010). 
 
To determine if any of the aforementioned climate modes are related to precipitation or temperature 
across Pennsylvania, a global coherence analysis was conducted. The global coherence between the SOI 
and climate divisional data was computed for a set of 90 different periods. The total number of 
statistically significant results at each period was computed and the period of maximal number of 
significant results was deemed the time scale at which the SOI has the greatest impact on United States 
climate. The dominant time scale was found to be 222 months or 18.5 years, with the spatial pattern of 
the results shown in Figure 2.17. It was found that the Northeast United States, including Pennsylvania, 
showed significant coherence with the SOI at a period of 18.5 years. Precipitation in other regions also 
showed statistically significant coherence with the SOI, including the Western and Northwestern United 
states. The remote locations of statistical significance suggest a teleconnection is operating at that time 
scale. 
 

 

Figure 2.17. Percent confidence for the global coherence between mean monthly precipitation for each US climate 
division and the SOI from 1900 to 2013.  
 
A similar analysis was conducted with the PDO index. It was found that the dominant time scale was 
236 months or 20 years (Figure 2.18). The spatial pattern of the statistical significance coincides with 
that of the SOI, though lower statistical significance was found with precipitation across Pennsylvania.  
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Figure 2.18. Percent confidence for the global coherence between mean monthly precipitation for each US climate 
division and the PDO index from 1900 to 2013.  
 
The statistical significance also appears to be most pronounced across eastern Pennsylvania, highlighting 
the spatial variability in the teleconnection. It is important to note that the PDO and SOI are related on 
all time scales (Newmann, 2003), which explains the similarity in the SOI-precipitation and 
PDO-precipitation relationships. 
 
A global coherence analysis determined that temperature, unlike precipitation across Pennsylvania, is 
not coherent with the PDO index or the SOI at the 22-year time scale. The PDO index, however, was 
found to be coherent with temperature at period of 8 months. The spatial pattern identified at this time 
scale consisted of a single large region of statistically significant coherence encompassing over 90% of 
the 344 United States climate divisions, including all 10 of the Pennsylvania climate divisions. 
 
The connection between Pennsylvania precipitation and the SOI indicates that ENSO may have played a 
role in the 1960s drought and possibly the subsequent wet period. ENSO associations with precipitation 
may therefore mitigate or enhance the effects of global warming on regional climate depending on the 
regime of ENSO. Such associations may also be problematic when making projections about future 
Pennsylvania climate, given that climate model projections of the future state of ENSO are inconsistent. 
Uncertainties in the future state of ENSO could manifest as uncertainties in future changes of 
precipitation across Pennsylvania. 

2.4.2.2  Atmospheric composition  
The composition of the Earth’s atmosphere, including greenhouse gases that contribute to warming and 
aerosols that contribute to cooling, changed significantly during the last century. For example, the 
concentration of CO2 in the atmosphere was less than 300 parts per million (ppm) in 1900 and is 
currently just below 400 ppm. To examine the impact of these atmospheric changes on Pennsylvania’s 
climate, we compare simulations from CMIP5 GCMs using two different sets of radiative forcings. The 
first set uses “historical” forcings, which represent the best approximation of the actual evolution of 
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radiative forcing over the last century, including changes in greenhouse gases, aerosols, solar output, 
and volcanic eruptions. The second set uses “natural” only changes in the forcing. That is, the only 
changes in radiative forcing are due to changes in volcanic eruptions and changes in solar output. 
Radiative forcings that could change as a result of human influence, such the concentrations of CO2 and 
tropospheric sulfate aerosols, are fixed at constant or seasonally varying values (usually pre-industrial) in 
the second set. Both sets of models may exhibit a small temperature trend over time as a result of the 
model adjusting to equilibrium. We did not correct for this drift, although since it is present in both sets 
the impact on the analysis should be negligible. 
 
If the models are capable of correctly simulating the response of temperature to radiative forcing, the 
time series of temperature from the set of historical models (which include all radiative forcings, 
including anthropogenic forcing) should closely match the temperatures that were actually observed. 
Then any difference between the historically forced models and the naturally forced models would 
indicate a modeled anthropogenic influence. 
 
The historically forced models do capture the main long-term trends in Pennsylvania climate, which 
were described in our 2012 update: a long-term warming trend interrupted by a brief mid-century 
cooling (Figure 2.19). In particular the warming trend since the 1960s is well-captured by the historically 
forced models but is not present in the naturally forced models, and by 1990 the 95% confidence 
intervals of the two sets of models no longer overlap, which suggests that the warming is a result of 
anthropogenic influence. By the early 2000s, the models that include historic anthropogenic forcing are 
approximately 1 °C (1.8 °F) warmer than the models with natural forcing only; thus, in these model 
simulations, anthropogenic climate change has already warmed Pennsylvania by about 1 °C (1.8 °F). 
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Figure 2.19. Time series of annual means of temperature anomaly in Pennsylvania. Anomalies are computed with 
respect to the 1900-1929 period. The red line denotes the average of model simulations using historically observed 
radiative forcings. The blue line denotes the average of model simulations using only changes in radiative forcing 
from volcanic eruptions and solar fluctuations. These model time series end in 2005. The black line denotes actual 
observed temperatures. An approximation of the uncertainty in the model estimates is provided by the shaded 
regions. These shaded regions are 95% confidence intervals obtained by applying bootstrapping with replacement 
to the individual model realization means. 
 
In addition to anthropogenic warming, the models also appear to be capable of simulating the impacts 
of other events on Pennsylvania temperatures. For example, temperatures during 1992-1993 were 
significantly lower than normal. This is likely at least partially a result of the eruption of Mount Pinatubo 
in June 1991, which spewed aerosols into the upper atmosphere that cause cooling (McCormick, 
Thomason, & Trepte, 1995). From 1991 to 1992, mean temperatures in the natural and historical model 
simulations dropped by 0.78(1.4°F) and 0.63 °C(1.3°F) respectively, while the observed temperature 
decrease was 1.72 °C (3.1°F) Since the observed temperature decrease is much larger, it is possible that 
some of the cooling was a result of random internal variability, or that the global climate models 
underestimate the impact of volcanic aerosols. 
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2.5  Climate projections  
 
This section evaluates and compares simulations of Pennsylvania’s climate from three different climate 
model datasets. For each variable or metric of interest, we begin by comparing each model’s simulations 
of historical climate with corresponding observed data. We then present the models’ projections of 
future climate conditions and change by the mid-century period (2041-2070) under the emissions 
scenarios discussed in Section 2.3.2. 

2.5.1  Temperature and precipitation  
The new climate products have varied ability to correctly simulate historical temperatures in the state 
(Figure 2.20). The CMIP5 model mean temperature (top left) is broadly close to the observations 
(bottom right).  
 

 
Figure 2.20. Simulations of annual mean temperature over Pennsylvania during the historical (1971-2000) period. 
Panels in the top row and bottom left are from model simulations; the average of multiple models is shown. The 
panel in the bottom right shows observed temperatures from the University of Delaware dataset. 
 
Although the resolution of the CMIP5 models has improved from the CMIP3 models, it is still too coarse 
to capture the influence of finer-scale topography on temperatures, such as the low temperatures in 
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Potter and Tioga counties and following the Appalachian Mountains through the southern part of the 
state and into West Virginia. The dynamically downscaled model products have sufficient resolution to 
correctly capture this spatial temperature pattern. However, these models underestimate temperature 
by several degrees. These models are primarily based on the older CMIP3 dataset, and we found a 
similar consistent cold bias in the previous assessment (Shortle et al., 2009). Finally, the statistically 
downscaled CMIP5 model mean temperature is essentially identical to the observed annual mean 
temperature, which is expected because these statistical model products have been bias-corrected. 
 
By mid-century, all three model products indicate that the entire state and surrounding regions will have 
warmed significantly (Figure 2.21).  

 
 

 
In both the CMIP5 and statistically downscaled CMIP5 datasets, mid-century temperatures in the 
Philadelphia region are projected to be similar to historical temperatures in the Richmond, VA area. 
Similarly, Pittsburgh’s temperatures are projected to resemble the historically observed temperatures in 

Figure 2.21. Projections of annual mean temperature in the Pennsylvania region during the mid-century 
period (2041-2070). 
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the Baltimore-Washington area. The mean warming across the state simulated by these models is 
generally 3.0-3.5 °C (5.4-6.3°F) (Figure 2.22). The CMIP5 model mean change is 3.0-3.3 °C (5.4-6.0 °F) 
across nearly the entire state. The statistically downscaled CMIP5 model mean change is 3.3-3.5 °C 
(5.9-6.3°F ) in the northern half of the state and 3.0-3.3 °C (5.4-6.0°F) in the southern half. Finally, the 
dynamically downscaled dataset model mean change is only 1.5-1.8 °C (2.7-3.2°F) across the western 
half of the state and 1.8-2.1 °C (3.2-3.8 °F ) across the eastern half. The reduced warming is likely at least 
partially because these models rely on the A2 emissions scenario, in which the buildup of greenhouse 
gases in the atmosphere occurs at a slower rate than in the RCP8.5 scenario that the CMIP5 models use. 
Globally, the RCP8.5 scenario has about 30-40% more warming than the A2 scenario by mid-century. At 
most, this accounts for about half the difference observed between dynamically downscaled results and 
the CMIP5 results, suggesting substantial differences in the models themselves.  
 

  

Figure 2.22. Projections of change in annual mean temperature in the Pennsylvania region by the mid-century 
period (2041-2070) relative to the historical period (1971-2000). The panels on the left are based on the RCP8.5 
emissions scenario, and the panel on the right is based on the A2 scenario. 
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The warming projected by the CMIP5 models does not vary significantly with season (Figure 2.23). This is 
in contrast to the previous Impact Assessment, where the CMIP3 model dataset generally projected a 
greater warming in summer than in winter.  
 

 

Figure 2.23. CMIP5 model simulations of temperature change in Pennsylvania by the mid-century period 
(2041-2070) relative to the historical period. The box-whisker diagram shows the median change (thick black line), 
25th and 75th percentile change (box), and minimum and maximum change (whiskers). Outliers are shown as dots. 
Shown are annual-mean change and change by season: winter (DJF), spring (MAM), summer (JJA), and autumn 
(SON).  
 
As in the previous assessment and update, precipitation is more difficult to simulate than temperature 
(Figure 2.24). The global CMIP5 models predict too much precipitation across the entire state, which is 
in line with the wet bias found in the CMIP3 GCMs in the previous assessment (Shortle et al., 2009). 
Despite being based primarily on these CMIP3 models, the mean total precipitations simulated by the 
dynamically downscaled models is much closer to the historically observed total. This suggests the 
higher resolutions and improved model physics provided by dynamical downscaling can significantly 
improve precipitation simulations in the region. Finally, the statistically downscaled model mean is very 
close to the observed total. Again, this is expected, since these models have been statistically corrected 
to accurately simulate historical climate. 
 
Similar to temperature change, all three model datasets project relatively consistent precipitation 
increases across the region by mid-century (Figures 2.25 and 2.26). The models used in the update to 
the previous assessment projected higher precipitation change in the far eastern part of the state. This 
pattern is also present in the statistically downscaled CMIP5 models, and to a lesser extent in the 
original CMIP5 models. The dynamically downscaled CMIP3 models, however, project larger 
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precipitation increases in the northwestern part of the state. All of these differences are relatively small, 
however.  

 

Figure 2.24. Simulations of annual total precipitation over Pennsylvania during the historical (1971-2000) period. 
The panels in the top row and bottom left are from model simulations. The panel in the bottom right shows 
observed precipitation totals from the University of Delaware dataset. 
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Figure 2.25. Projections of annual total precipitation in the Pennsylvania region during the mid-century period 
(2041-2070). 
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Figure 2.26. Projections of change in annual total precipitation in the Pennsylvania region by the mid-century 
period (2041-2070) relative to the historical period (1971-2000). The panels on the left are based on the RCP8.5 
emissions scenario, and the panel on the right is based on the A2 scenario. 
 
In the Mid-Atlantic region, climate models have consistently projected large increases in winter 
precipitation totals and smaller increases or even decreases in summer and fall precipitation totals. This 
pattern continues in the latest CMIP5 models (Figure 2.27). However, the median model change four all 
four seasons is positive, indicating increased precipitation throughout the year. 
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Figure 2.27. CMIP5 model simulations of precipitation change in Pennsylvania by the mid-century period 
(2041-2070) relative to the historical period. The box-whisker diagram show the median change (thick black line), 
25th and 75th percentile change (box), and minimum and maximum change (whiskers). Outliers are shown as dots. 
Shown are annual-mean change and change by season: winter (DJF), spring (MAM), summer (JJA), and autumn 
(SON). 

2.5.2  Runoff and soil moisture 
Hydrological properties such as runoff and soil moisture are more difficult for climate models to 
simulate because an accurate simulation of land properties requires not only a good model of the land 
physics but also a good model of atmospheric physics.  
 
Annual mean runoff in both the dynamically downscaled CMIP3 and statistically downscaled CMIP5 
datasets is much lower than in the NLDAS-2 assimilated observation product (Figure 2.28). Projections of 
future runoff and runoff change are also different in these datasets (Figure 2.29 and 2.30). The 
dynamically downscaled model mean projects small increases in runoff in the northern part of the state 
and almost no change in the southern part. The statistically downscaled models project near-zero 
change in the western part of the state and large (15-20%) increases in the eastern part of the state. The 
spatial pattern of these changes resembles that of the projected precipitation changes. The dynamically 
downscaled models predict the largest precipitation increases in the northwest part of the state, which 
corresponds to the largest projected runoff change, and they predict near-zero precipitation change in 
the West Virginia area, which corresponds to the area of projected runoff decrease. Similarly, the 
statistically downscaled models project the largest precipitation and runoff increases in the eastern part 
of the state. 
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Figure 2.28. Simulations of annual mean runoff over Pennsylvania during the historical (1971-2000) period. The 
panels in the top row are from model simulations. The panel in the bottom row shows observed runoff from the 
NLDAS-2 dataset. 
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Projected mid-century mean annual total runoff 
 

 
Figure 2.29. Projections of annual mean runoff in the Pennsylvania region during the mid-century period 
(2041-2070). The panel on the left is based on the A2 scenario, and the panel on the right is based on the RCP8.5 
emissions scenario. 
 

Projected annual mean runoff change 
 

 
Figure 2.30. Projections of change in annual mean runoff in the Pennsylvania region by the mid-century period 
(2041-2070) relative to the historical period (1971-2000). The panel on the left is based on the A2 scenario, and the 
panel on the right is based on the RCP8.5 emissions scenario. 
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Figure 2.31. Simulations of annual mean soil moisture in the Pennsylvania region during the historical (1971-2000) 
period. Panels in the top row are from model simulations. The panel in the bottom row shows observed soil 
moisture from the NLDAS-2 product. 
 
Simulations of total soil moisture are similarly divergent (Figure 2.31). Soil moisture in the dynamically 
downscaled models is almost twice that in the NLDAS-2 product, and soil moisture in the statistically 
downscaled models is almost half that in NLDAS-2. Projections of future soil moisture and soil moisture 
change (Figures 2.32 and 2.33) are similarly scattered. These projections generally resemble those of 
runoff and precipitation change; the dynamically downscaled models project increasing soil moisture in 
the northern part of the state and decreasing soil moisture in many areas along or south of the state 
border.  
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Projected mid-century annual mean soil moisture 
 

 
Figure 2.32. Projections of annual mean soil moisture in the Pennsylvania region during the mid-century period 
(2041-2070). The panel on the left is based on the A2 scenario, and the panel on the right is based on the RCP8.5 
emissions scenario. 
 

Model mean annual soil moisture change 
 

 
Figure 2.33. Projections of change in annual mean soil moisture in the Pennsylvania region by the mid-century 
period (2041-2070) relative to the historical period (1971-2000). The panel on the left is based on the A2 scenario, 
and the panel on the right is based on the RCP8.5 emissions scenario. 
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2.5.3  Extreme precipitation 
While there has been a 10% increase in average annual precipitation across Pennsylvania during the past 
century, there has been a noteworthy increase in the number of extreme precipitation events in more 
recent times. According to the National Climate Assessment issued in May, 2014, in the period 
1958-2012, there was a 71% increase in the frequency of the heaviest 1% precipitation events in the 
Northeast United States, including Pennsylvania (Karl et al., 2009). Given the decrease in ‘dry months’ 
during the last 30 years, it would be wise to discern the expected trends in the ensemble regional 
climate models for monthly precipitation anomalies, based on the current normal, for the period 
2020-2050 in the two climate divisions that were part of this case study, the Southeastern Piedmont and 
Lower Susquehanna region. 
 
To study projected changes in increased precipitation, we extracted precipitation data from the 
statistically downscaled CMIP5 models for 2020-2050 and interpolated the data to the centers of the 
Southeastern Piedmont and Lower Susquehanna climate divisions (Divisions 3 and 4). The lower RCP 
scenario (RCP2.6) was used since this is the most conservative outcome and the projections are for a 
shorter time scale (the next 30 years).  
 
Figures 2.34-2.37 show the projected 2020-2050 wet-and dry-month frequency in Climate Divisions 
3 and 4 using the same criteria as in Section 2.4.1.3; the figures are therefore directly comparable to 
Figures 2.11-2.14, which describe wet-and dry-month frequency for these climate divisions for 
1951-1980 and 1981-2010. The most occurrences of drought are anticipated to occur in the autumn 
(Figures 2.34 and 2.35), which is opposite the historical trend (the most frequent wet months have been 
in September-October). For wet months in Climate Division 3 (Figure 2.36), the fewest occurrences are 
also anticipated to occur in the autumn (also opposite the current trend). In Climate Division 4 
(Figure 2.37), the fewest occurrences are anticipated to occur in the summer while the most frequent 
are expected to occur in December and January. 

 
Figure 2.34. The number of dry months (values less than 65% of the 1981-2010 normal) by actual months as 
projected by the 53-member ensemble of CMIP5 using the RCP2.6 scenario that has been bias-corrected and 
statistically downscaled for grid boxes that match the center of the Southeast Piedmont climate division.  
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Figure 2.35. Same as Figure 2.34, except for the Lower Susquehanna climate division. 
 
 

 
Figure 2.36. The number of wet months (values greater than 150% of the 1981-2010 normal) by actual months as 
projected by the 53-member ensemble of CMIP5 using the RCP2.6 scenario that has been bias-corrected and 
statistically downscaled for grid boxes that match the center of the Southeast Piedmont climate division.  
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Figure 2.37. Same as Figure 2.30, except for the Lower Susquehanna climate division. 
 
Figure 2.38 shows the precipitation histogram for 2020-2050, which can be directly compared to the 
histograms for 1951-1980 and 1981-2010 (Figures 2.15 and 2.16). The histogram has been ‘normalized’ 
for comparison with the previous figures since over 19,000 months are represented in these displays. 
The most notable feature is the spike in the anticipated occurrence of months with greater than 150% of 
the current average precipitation in Climate Division 3. Though there is not quite as pronounced of a 
spike in Climate Division 4, there is still an elevated frequency in the anticipated occurrence of months 
with greater than 150% of the current average precipitation. 
 
To summarize the projections of extreme precipitation, the most advanced climate simulations, which 
have been bias-corrected and downscaled statistically to account for terrain and other local effects in 
Pennsylvania, point to a continued rise in very wet months in the period 2020-2050. In fact, while it is 
possible that the signal showing a shift to wetter periods in the winter and more frequent dry times 
(months with <65% of average precipitation) in the autumn could be attributed to random variations in 
the ensemble projections, the trend is notable and certainly a change from the current regime. These 
results are consistent with a tendency for drought resistance to persist in the agriculturally rich climate 
divisions of southern and central Pennsylvania.  
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Figure 2.38. The values show the equivalent frequency of monthly precipitation based on the 1981-2010 normal 
and as projected by the 53-member ensemble of CMIP5 using RCP2.6 that has been bias-corrected and statistically 
downscaled for grid boxes that match the center of the Southeast Piedmont (top) and Lower Susquehanna 
(bottom) climate divisions.  

2.6  Summary 
 
Our third assessment of climate change in Pennsylvania builds on our previous findings and is largely 
consistent with them. The main findings are: 

• Observed long-term changes in Pennsylvania’s temperature are human-induced. Pennsylvania 
has undergone a long-term warming of more than 1 °C (1.8°F ) over the past 110 years, 
interrupted by a brief cooling period in the mid-20th century, which is simulated by climate 
models only when anthropogenic forcing, mainly increases in greenhouse gases, are included. 
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• Climate modes have a significant impact on Pennsylvania’s climate. A literature review indicates 
that the North Atlantic Oscillation, the El Niño/Southern Oscillation, the Pacific Decadal 
Oscillation, and the Pacific North American pattern all influence Pennsylvania’s temperature and 
(especially) precipitation. Our wavelet analysis suggests that climate-mode effects are dominant 
at periods of about 20 years for precipitation and are consistent with teleconnection patterns 
throughout the US. 

• Heating and cooling degree changes reflect recent warming. Moderate decreases in heating 
degree days and increases in cooling degree days are present since 1970. 

• Changes in above- and below-normal precipitation reflect the general wetting trend. Since 
1950, droughts have become less frequent and very wet conditions have become more frequent 
in Southeastern Pennsylvania (where the analysis was limited to). 

• The representation of Pennsylvania’s climate by Global Climate Models has improved. The newer 
global climate models used in this report (CMIP5) do not have the cold bias of the older models 
though they are still too wet. The newer dynamically downscaled models retain the cold bias but 
have improved precipitation simulations. 

• Pennsylvania’s current warming and wetting trends will continue at an accelerated rate. Using 
an emissions scenario that continues the current emissions trend, the RCP8.5 scenario, we 
project that by the middle of the 21st century, Pennsylvania will be about 3 °C (5.4°F) warmer 
than it was at the end of the 20th century. The corresponding annual precipitation increase is 
expected to be 8%, with a winter increase of 14%. The likelihood for drought is expected to 
decrease while months with above-normal precipitation are expected to increase. 

• More research is needed to improve hydrological projections. Runoff and soil moisture 
simulations show substantial differences from products based on observations. The existing 
models suggest modest but significant increases in annual-mean runoff and small changes in 
annual-mean soil moisture. 
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Appendix A  
In this report we adopt the Morlet wavelet, which is given by 
 

 𝜓0(𝜂) =  𝜋−1/4𝑒𝑖𝑖𝑖𝑒−
1
2𝑖

2
, (2) 

 
where 𝜓0 is the Morlet wavelet, 𝜔 is the dimensionless frequency, and η is the dimensionless time. 
The Morlet wavelet with ω = 6 is recommended for identifying features of geophysical time series 
(Grinsted et al., 2004). The wavelet transform of a time series (𝑥𝑛; n = 1,...,N)  is defined as the is 
defined as 
 
 

𝑊𝑛
𝑋(𝑠) =  �𝛿𝛿

𝑠
∑ 𝑥𝑛′𝜓0[(𝑛′ − 𝑛)] 𝛿𝛿

𝑠
𝑁
𝑛′=1 ],  

 
where 𝛿𝛿, is a uniform timestep, s is the scale of the Morlet wavelet, and 𝜂 = 𝑠 ⋅ 𝛿. The wavelet power 
at a given scale and time is then given by |𝑊𝑛

𝑋(𝑠)| and averaging 𝑊𝑛
𝑋(𝑠) over the time index results 

in the global wavelet power spectrum. The significance of both global and local wavelet power at a given 
frequency and time can be tested against a red-noise background. The threshold for wavelet power to 
be significant depends strongly on the autocorrelation structure of time series. The reader is referred to 
Torrence and Compo (1998) and Grinsted et al. (2004) for a more detailed discussion of significance 
testing used in this report. 
 

To find the relationships between two time series, a global coherence analysis was conducted to 
identify time scales at which precipitation (and temperature) were most strongly related with various 
climate indices. Global coherence is defined by 

 

𝐺𝐶(𝑠) =  �𝑊𝑋𝑋(𝑠)�
2

(∫|𝑊𝑋(𝑠,𝛿)|2𝑑𝛿)(∫|𝑊𝑋(𝑠,𝛿)|2𝑑𝛿) , 
 

 
 

where 𝑊𝑋(𝑠, 𝛿) is the wavelet power at time 𝛿 and scale s , and 

𝑊𝑋𝑋(𝑠) =  �𝑊𝑋 (𝑠, 𝛿)𝑊𝑋
∗(𝑠, 𝛿)𝑑𝛿 , 

 
with the asterisk denoting the complex conjugate (Elsayed, 2006). Equation (5) measures the correlation 
between two time series in a time interval T and at a scale s. In this report T is set to the length of the 
time series. Statistical significance of 𝐺𝐶(𝑠) was computed using Monte Carlo methods by generating 
red-noise time series with the same lengths and autocorrelation coefficients as the two input data series 
and computing 𝐺𝐶(𝑠) for each pair of red-noise time series. The resulting distribution of 𝐺𝐶(𝑠) at 
each scale was then used to estimate the significance of the global coherence estimates. 
  

(3) 

(5) 

(6) 
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Appendix B 
Table 2.1 CMIP5 global climate models used in this report. CMIP5 model availability varies due to differences in models, modeling groups, and 
data servers. Columns “Temperature,” “Precipitation,” and “Forced temperature” denote the models used to analyze temperature, 
precipitation, and historical temperature under different forcing conditions respectively. “Realization” followed by a number indicates that one 
realization was used (with the used realization number corresponding to the number). “Ensemble” indicates that an average of multiple 
realizations was used, and “Physics” denotes that an average of model output using multiple physics options was used. 

Model Temperature Precipitation Forced temperature 
ACCESS1-3 Realization 1 Realization 1  
bcc-csm1-1-m Realization 1  Realization 1 
bcc-csm1-1 Realization 1   

BNU-ESM Realization 1  Realization 1 
CCSM4 Ensemble Ensemble Ensemble 
CESM1-BGC Realization 1 Realization 1  
CESM1-CAM5 Ensemble Ensemble  
CMCC-CESM Realization 1   

CMCC-CMS Realization 1 Realization 1  
CMCC-CM Realization 1 Realization 1  
CNRM-CM5 Ensemble  Ensemble 
CSIRO-Mk3-6-0 Ensemble Ensemble Ensemble 
CanESM2 Ensemble Ensemble Ensemble 
EC-EARTH Ensemble Ensemble  
FGOALS-g2 Realization 1 Realization 1 Ensemble 
FIO-ESM Ensemble   

GISS-E2-H-CC Realization 1   

GISS-E2-H Ensemble, physics  Ensemble, physics 
GISS-E2-R-CC Realization 1   

GISS-E2-R Ensemble Physics Physics 
HadGEM2-AO Realization 1 Realization 1  
HadGEM2-CC Realization 3 Realization 1  
inmcm4 Realization 1 Realization 1  
IPSL-CM5A-LR Ensemble  Ensemble 
IPSL-CM5A-MR Realization 1 Realization 1 Ensemble 
IPSL-CM5B-LR Realization 1 Realization 1  
MIROC-ESM-CHEM Realization 1  Realization 1 
MIROC-ESM Realization 1  Ensemble 
MIROC5 Ensemble   

MPI-ESM-LR Ensemble Ensemble  
MPI-ESM-MR Realization 1 Realization 1  
MRI-CGCM3 Realization 1  Realization 1 
MRI-ESM1 Realization 1   

NorESM1-ME Realization 1 Realization 1  
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3  Agriculture 

3.1  Introduction 
 
Agriculture in Pennsylvania, like agriculture in the rest of the United States and worldwide, has an 
intrinsic relationship with climate. Most crop and livestock production in Pennsylvania occurs partly or 
entirely in the open air, exposed to the elements and dependent on the weather for success. Even 
production that occurs under controlled climatic conditions, such as a mushroom house, is affected by 
climate through heating and cooling costs. 
 
This section updates the agriculture sections of the 2009 and 2011 Pennsylvania Climate Impact 
Assessments. Key findings in this section include: 
 

• Climate change and increasing atmospheric carbon dioxide (CO2) concentrations are likely to 
have mixed effects on Pennsylvania field crop production. Higher average temperatures and 
higher average precipitation projected for Pennsylvania will present both positives and 
negatives for field crop producers, who will also have to adapt to negatives caused by greater 
extremes in temperature and precipitation. 

• The effects of climate change on Pennsylvania nursery and greenhouse production are 
uncertain. For example, the effects of climate change on mushroom production will primarily be 
manifested in changes in heating and cooling requirements for growing houses. With climate 
change, there will on average be less heating during the winter months but additional cooling 
during the summer months, with the net effect on annual energy use being unclear. 

• Pennsylvania dairy production is likely to be negatively affected by climate change due to losses 
in milk yields caused by heat stress, additional energy and capital expenditures to mitigate heat 
stress, and lower levels of forage quality. On the other hand, forage yields may increase due to a 
longer growing season and more precipitation on average. 

• Pennsylvania is part of local, regional, national, and global markets for food and agricultural 
products. Indirect effects of climate change on Pennsylvania agriculture caused by changes in 
climate in other parts of the nation and world may be significant. For example, warmer climates 
in southern states could stimulate a large-scale movement of poultry and hog production 
northward into states like Pennsylvania. 

• Agriculture in Pennsylvania has changed dramatically since 1900 and will likely change in 
profound ways between now and 2100 regardless of whether climate change is large or small. 
Some of these changes may impact how Pennsylvania agriculture responds to climate change. 
For example, organic agriculture is growing a market segment that faces different vulnerabilities 
than non-organic agriculture to new pests and diseases in a warmer climate. 

• Efforts to mitigate greenhouse gas emissions may create an economic opportunity for 
Pennsylvania agriculture in energy crop production. Candidates include perennial shrub willow, 
a short rotation woody crop, the perennial grasses miscanthus and switchgrass, and annuals 
such as biomass sorghum or winter rye. 
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3.2  Present-day Pennsylvania agriculture1 
 
According to the 2012 Census of Agriculture, there are approximately 59,000 farms in Pennsylvania. 
These farms have a total of about 7.7 million acres of land, of which 4.5 million acres are cropland. 
Agricultural land constitutes about 27% of all land in Pennsylvania, making agriculture the 
second-largest land use in Pennsylvania after forests. Most farms in Pennsylvania are small relative to 
farming operations often seen in the Midwest and Great Plains. About 39% of all Pennsylvania farms 
have 49 acres or less, and another 42% have 50 to 179 acres. Only 1% of Pennsylvania farms have 
1,000 acres or more, and only about 3% have 500 to 999 acres. 
 
Breaking farms down by value of sales also reveals a preponderance of small farms. One-third (33%) of 
Pennsylvania farms had less than $2,500 in sales in 2012, and about one-fifth (19%) had between 
$2,500 and $9,999 in sales. This breakdown also reveals that the farms with the highest sales per farm 
accounted for much of Pennsylvania’s total farm sales of $7.4 billion in 2012. Farms with sales of 
$5 million or more constituted only 0.2% of all Pennsylvania farms but accounted for about one-sixth 
(17%) of total Pennsylvania farm sales. Farms with sales between $1 million and $5 million constituted 
about 2% of all Pennsylvania farms but accounted for 29% of total Pennsylvania farm sales. 
 
Livestock and poultry accounted for the majority (62%) of total agricultural product sales in 2012 while 
crops accounted for the remainder (38%). The single-largest sales category across all crops and livestock 
was dairy products, accounting for over one-fourth (27%) of total agricultural product sales. After dairy 
comes poultry and eggs at about one-sixth (18%), corn at 11%, cattle and calves at 10%, mushrooms at 
7%, other nursery and greenhouse products (aside from mushrooms) at 6%, hogs and pigs at 6%, and 
soybeans at 4%.2 These eight product categories when taken together account for the vast majority 
(89%) of total agricultural product sales in Pennsylvania. The remaining sales are divided among a 
diverse set of crops and livestock, including fruits, tree nuts, berries, vegetables, potatoes, melons, 
wheat, oats, barley, tobacco, Christmas trees, horses, and aquaculture products. Figure 3.1 illustrates 
the breakdown of agricultural sales by product. 

                                                           

1 The statistics in this section are drawn from the 2012 Census of Agriculture (USDA, National Agricultural Statistics 
Service 2014) except where noted. 
2 Other nursery and greenhouse products, aside from mushrooms, that are important in Pennsylvania include 
bedding/garden plants, nursery stock, potted plants, greenhouse tomatoes, and cut flowers. 
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Figure 3.1. Percentage of Pennsylvania agricultural sales by product category, 2012 
 
A little more than one-half (53%) of Pennsylvania’s fruit and tree nut acreage was devoted to apples, a 
little less than one-third (30%) to grapes, and about one-eighth (12%) to peaches. Other products in this 
category include cherries, pears, plums, and chestnuts. About one-fourth (26%) of Pennsylvania’s 
vegetable, potato and melon acreage was devoted to sweet corn, about one-fifth (21%) to snap beans, 
and about one-sixth (18%) to potatoes. Other products in this category include pumpkins, open-field 
tomatoes, and squash. 
 
Of Pennsylvania’s 4.5 million acres of cropland in 2012, about 4.0 million were harvested. The acreage 
not harvested was mainly held idle that year or used for cover crops. Only about 1% of all cropland was 
not harvested in 2012 because of crop failures. 
 
Of the 4.0 million harvested acres, about one-third (34%) were hay. About one-ninth (11%) were 
haylage, grass silage, and greenchop. One-fourth (25%) were corn harvested for grain, and one-tenth 
(10%) were corn harvested as silage. Another one-eighth (13%) were soybeans. These four product 
categories when taken together account for the vast majority (93%) of total harvested acreage. The 
remaining harvested acreage is divided among a wide range of other crops. Pennsylvania produces some 
small grains (wheat, barley, oats and rye), but they are a small proportion (7%) of harvested acreage. 
The single largest small grain is wheat, at 4% of harvested acreage. Corn for grain and soybeans account 
for a higher percentage of harvested acreage (38%) than agricultural product sales (15%) because much 
corn and soybeans in Pennsylvania is used on the farm to feed livestock instead of being sold. 
 
Lancaster County accounts for one-fifth (20%) of total agricultural product sales in Pennsylvania. Of 
Pennsylvania’s 67 counties, 11 in the southeast (Adams, Berks, Chester, Cumberland, Dauphin, Franklin, 
Lancaster, Lebanon, Perry, Schuylkill, and York) account for over half (61%) of total Pennsylvania 
agricultural product sales. Lancaster County is well-known for its dairy farms but it is also an important 
producer of other commodities. Lancaster County has over one-fifth (22%) of the state’s dairy product 
sales, more than one-third (34%) of the state’s sales of poultry and eggs, about one-third (32%) for hogs 
and pigs, and more than one-fifth (22%) for cattle and calves. After Lancaster County comes Chester 
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County (9% of Pennsylvania’s total agricultural sales). Chester County accounts for three-fourths (75%) 
of the state’s mushroom sales. 
 
While Pennsylvania agriculture is regionally diverse, one common theme is the importance of dairy and 
cattle production across all regions of the state. In the northwest, southwest and south-central parts of 
the state, major products in terms of sales include dairy, cattle and calves, and nursery and greenhouse 
crops. In the north-central and northeast parts of the state, major products include dairy, cattle and 
calves, and hogs and pigs. In central Pennsylvania, major products include dairy, poultry and eggs, hogs 
and pigs, and cattle and calves. In the southeast part of the state, as noted above, major products 
include dairy, poultry and eggs, hogs and pigs, and cattle and calves. 
 
Irrigation is uncommon in present-day Pennsylvania agriculture. Irrigated land in 2012 was 
approximately 39,000 acres, less than 1% of the total 4.5 million acres of cropland. Although 
Pennsylvania certainly has droughts, and some droughts are severe, there is adequate precipitation in 
most years for field crop production. The single-largest agricultural product category in terms of 
irrigated acreage is vegetables (34% of all irrigated acreage), followed by corn for grain (13%), forage 
crops (10%), and orchards (10%). Approximately 27% of total vegetable acreage and 9% of total orchard 
acreage are irrigated. Only about 0.5% of total corn for grain acreage and about 0.2% of forage acreage 
are irrigated. 
 
About 1% of Pennsylvania farms are organic farms, either partly organic (some organic sales and some 
non-organic sales) or wholly organic. Organic product sales accounted for about 1% of total 
Pennsylvania agricultural product sales in 2012. As part of USDA’s organic certification process, a period 
of at least 3 years must generally pass during which time all organic standards are followed on a parcel 
of land before crops or livestock products from that land may be labeled and marketed as organic. 
 
About 194,000 acres, or 4% of all Pennsylvania cropland, was enrolled in 2012 in government 
conservation programs such as the Conservation Reserve Program (CRP), Conservation Reserve 
Enhancement Program (CREP), and Wetlands Reserve Program. This is about one-half the percentage for 
U.S. cropland as a whole. These are voluntary programs under which the U.S. Department of Agriculture 
contracts with farmers and landowners to retire agricultural land from production. CRP and CREP are 
directed at highly erodible and environmentally sensitive agricultural land, with land retirements 
running from 10-15 years. Land enrolled in CRP and CREP must be planted with grasses, trees, and other 
cover crops. WRP is directed at restoration and protection of wetlands, and uses three enrollment 
schemes: permanent easements, 30-year easements, and 10-year cost-share agreements. 
 
Nearly one-fourth (26%) of Pennsylvania cropland was enrolled in crop insurance programs in 2012. The 
crops with the highest number of insured acres were corn (60% of total insured acres across all crops), 
soybeans (26%), and wheat (5%) (USDA, Risk Management Agency 2013). The crops with the highest 
percentage of their own acreage insured in 2012 were grapes (71% of total grape acreage was insured), 
apples (68%), peaches (56%), and potatoes (51%) (USDA, Risk Management Agency 2013). 

3.3  Economic and policy scenarios 
 
Agriculture in Pennsylvania has changed dramatically since 1900 and will likely change in profound ways 
between now and 2100 regardless of whether climate change is large or small. This section outlines 
some of the major forces in addition to climate change that may impact Pennsylvania agriculture in 
coming years and decades. 
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3.3.1  Supply 
Pennsylvania agriculture, like agriculture in the U.S. as a whole and much of the world, has changed 
radically during the last century. With the notable exception of the Amish, tractors and other farm 
machinery have virtually eliminated the use of draft animals in the U.S. and have made it possible for a 
single farmer to cultivate tracts of land orders of magnitude larger than a century ago. The introduction 
of synthetic organic pesticides in the 1940s revolutionized the control of weeds and insects. Similarly, 
there has been tremendous growth in the use of manufactured fertilizers and hybrid seeds. Farmers 
have become highly specialized in the livestock products and crops they produce, and they have become 
much more dependent on purchased inputs. Crops that were virtually unheard of at the beginning of 
the 20th century, such as soybeans, are of major importance today. As agricultural productivity has risen 
and as real (inflation-adjusted) prices of farm commodities have fallen, substantial acreage in 
Pennsylvania has been taken out of agriculture and either returned to forest or converted to urban uses. 
 
Globally and more recently, most increases in agricultural production since 1990 have occurred because 
of productivity growth rather than because of expansion of agricultural land area, more irrigated 
cropland, or more inputs per acre (machinery, labor, fertilizer, pesticides, etc.) (USDA, Economic 
Research Service 2014a). This is a marked shift from the 1960s through 1980s, when growth in inputs 
per acre was a major driver of global agricultural output growth. Figure 3.2 illustrates the sources of 
agricultural output growth worldwide over the past five decades. 
 

 
 
Figure 3.2. Sources of growth in global agricultural output, 1961-2011 
 
 
Genetically engineered (GE) corn, soybeans and cotton have made significant market penetration in the 
U.S. and many other countries (USDA, Economic Research Service 2014b). Figure 3.3 illustrates the 
growth in acreage in the U.S. of herbicide-tolerant (HT) crop varieties, which allow crops to survive 
certain herbicides that previously would have killed them along with the weeds, and insect-resistant (Bt) 
varieties, which contain a gene that produces a protein toxic to certain insects. Although insect 
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populations have already developed resistance to some of these traits and several weed species have 
developed resistance to glyphosate, these technologies reduced the use of agrochemicals as whole. 
These products also enabled a further simplification and specialization of agricultural systems, with a 
higher proportion of agriculture in annual cropping.  
 
 
 

 
 
Figure 3.3. Adoption of genetically engineered crops in the United States, 1996-2014 
 
Genetic engineering technologies have been criticized on various grounds, including concerns about 
food safety, environmental side-effects, animal welfare, and who benefits (seed companies versus 
farmers, farmers versus consumers, and rich countries versus poor countries). It is unclear at this time 
whether these concerns will translate into regulations that significantly slow the development and 
adoption of GE technologies in U.S. agriculture. 
 
In addition to GE, precision agriculture is coming into its own as a technique for increasing agricultural 
productivity and profitability. Precision agriculture gives farmers much greater control over 
microclimates and within-field variations in soil conditions, nutrients, and pest populations. It uses 
remote sensing, wireless sensing, and information technology to achieve very precise control over 
agricultural input applications (chemicals, fertilizers, seeds, etc.) at the field level. This may be 
accompanied by computer-based decision support systems to aid farmers with production 
decision-making. The environment can benefit insofar as precision agriculture permits fertilizers and 
pesticides to be applied more precisely where they are needed at the times of the year when they are 
needed. 
 
Future improvements in modeling smaller scale climatic processes such as thunderstorms can be 
expected to lead to improved weather forecasts. Improved forecasts may lead farmers to make better 
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choices about what crops to plant, when to plant and harvest, when to protect temperature-sensitive 
crops such as tree fruits, when to fertilize, and other farm management decisions. This can be expected 
to increase agricultural productivity and reduce production risks. 
 
The future production potential of Pennsylvania agriculture will depend not only on productivity growth 
but also on the availability of farmland. One factor that has led to a decline in farmland in some areas is 
conversion of agricultural land to urban uses such as housing, retail, and office space. This conversion, in 
turn, has been driven by suburban population growth. Pennsylvania is a state that has had 
lower-than-average population growth during the past few decades, a trend that is projected to 
continue over the next few decades. Statistics from the U.S. Census Bureau (2012) indicate that 
Pennsylvania’s population grew by about 7% between 1980 and 2010, compared to population growth 
during this time period of 36% for the U.S. as a whole. Projections by the Pennsylvania State Data Center 
(Behney et al. 2014) show Pennsylvania’s total population rising about 11% between 2010 and 2040, 
compared to a projection over this period by the U.S. Census Bureau (2014) of 23% for the U.S. as a 
whole. 
 
At the county level, the Pennsylvania State Data Center (Behney et al. 2014) projections indicate strong 
population growth to 2040 in the southeastern Pennsylvania, with population losses in western and 
northeastern Pennsylvania. County-level population projections are mapped in Figure 3.4. The 
population of Lancaster County, which currently accounts for one-fifth (20%) of total agricultural 
product sales in Pennsylvania, increased by about 43% between 1980 and 2010. Lancaster County’s 
population is projected to increase by about 23% between 2010 and 2040. 
 
Statistics from the Census of Agriculture indicate that total farmland in Pennsylvania has fluctuated 
slightly in recent years, falling by about 1% between 1997 and 2002, increasing by about 0.8% between 
2002 and 2007, and then declining by about 1.4% between 2007 and 2012. The total decline over the 
1997-2012 period was about 1.5%. The impact of future population growth on farmland availability will 
depend partly on settlement patterns: whether there will be continued suburban sprawl or a shift 
toward center-based settlements, with shorter commutes between home and work. Total farmland in 
Lancaster County has risen steadily in recent years, increasing by about 12% between 1997 and 2012. 
This is one example of how population growth is not always a negative in terms of farmland availability, 
and in fact the growth in agribusiness and the food industry in Lancaster County in recent decades may 
be a driving force behind the growth in both farmland and population. 
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Figure 3.4. Projected Pennsylvania Population Change by County, 2010-2040 
Source: Derived from projections by Pennsylvania State Data Center (Behney et al. 2014) 
 
Another trend that may affect Pennsylvania crop and livestock production in coming decades is 
environmental regulation, particularly with regard to the Chesapeake Bay. The Chesapeake Bay is one of 
the most valuable natural resources in the United States, but human activity within the Chesapeake Bay 
watershed has had serious impacts on this ecologically rich area. Soil erosion and nutrient runoff from 
crop and livestock production have played major roles in the decline of water quality in the Bay. The 
Chesapeake Bay watershed includes Lancaster County and several other Pennsylvania counties in the 
southeast and central parts of the state that have significant agricultural production. Figure 3.5 displays 
the counties in Pennsylvania that are partly or wholly within the Chesapeake Bay watershed. The 
Chesapeake Bay Total Maximum Daily Load (TMDL), which was issued by the U.S. Environmental 
Protection Agency (EPA) in 2010, calls for reductions in nitrogen, phosphorous, and sediment loads from 
agriculture in the Bay watershed of 37%, 29%, and 28%, respectively, by 2025 relative to 2009 baseline 
loads (Kaufman et al. 2014). Pennsylvania’s Watershed Implementation Plan (WIP), which indicates the 
means by which the state intends to achieve its share of these reductions, could entail significant costs 
to agriculture (Kaufman et al. 2014). 
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Figure 3.5. Pennsylvania counties in the Chesapeake Bay Watershed 
Source: Chesapeake Bay Program (2008) 

3.3.2 Demand and markets 
Pennsylvania is part of local, regional, national, and global markets for food and agricultural products. In 
some cases, such as hay and certain seasonal fruits and vegetables, prices are determined on local and 
regional markets. Changes in demand or supply within Pennsylvania will affect prices facing farmers, 
consumers and others in the supply chain. In other cases, such as dairy products and mushrooms, prices 
are determined on national and global markets but Pennsylvania is a large enough producer of these 
products that changes in supply within the state will have a noticeable impact on markets. In still other 
cases, such as corn and soybeans, prices are determined on global markets, and Pennsylvania has such 
as small share of the global market that what happens within the state has no significant impact on 
market prices. 
 
One important trend in recent years has been rapidly growing demand for organic products. Organic 
product sales now represent more than 4% of total U.S. food sales (USDA, Economic Research Service 
2014c). Fresh fruits and vegetables account for 43% of organic food sales, followed by dairy products 
(15%), packaged and prepared foods (11%), beverages (11%), bread and grains (9%), snack foods (5%), 
meat, fish and poultry (3%), and condiments (3%) (USDA, Economic Research Service 2014c). The US 
organic food market is expected to increase 14% per year during 2013-2018, while the non-organic food 
market is only expected to grow by 3% per year. Pennsylvania is geographically well-positioned to supply 
this increased demand for organic products due to proximity to major population centers. The result of 
the growing demand for organic products combined with technological change through biotechnology 
could split Pennsylvania agriculture into two production systems: one heavily invested in biotechnology, 
and one organic. In some cases, the same farm is part of both systems, with organic and non-organic 
agriculture in different fields.  
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Another trend that is becoming important is growing demand for local foods—foods produced within 
the consumer’s county or state, depending on the definition of “local.” There are few reliable statistics 
on market shares of local foods. Low and Vogel (2011) estimate that local food sales were about 
$5 billion in 2008, which was less than 1% of U.S. retail food sales. To the extent that the trend toward 
local foods continues, there will be a growing demand by Pennsylvania consumers for Pennsylvania food 
and agricultural products, particularly fresh fruits and vegetables. 
 
Projections of world market prices for agricultural commodities in coming decades depend on the 
assumptions made about global demand relative to global supply. In the near term, the USDA’s 
agricultural baseline projections for 2014-2023 indicate that prices for major crops are likely to recover 
somewhat from their recent drops, increasing gradually over time and remaining above pre-2007 levels 
(USDA, Office of the Chief Economist 2014). Prices for livestock products are also projected to increase 
gradually over most of this period. 
 
Beyond the mid-2020s, the uncertainties involved in agricultural market projections—including 
uncertainties about population growth, income growth, technological change, land and water 
availability, energy markets and biofuels, and agricultural policies—become far greater. Ray et al. (2013) 
expect that global food demand will increase by an average of 2.4% per year through 2050, but they 
project that yield increases for corn, rice, wheat and soybeans will only range from 0.9% to 1.6% per 
year. If this happens, commodity prices may be subject to strong market pressures. On the other hand, 
projections to 2050 by the UN’s Food and Agriculture Organization (FAO) indicate that the growth rate 
in global food demand will only be about 1.1% per year through 2050, due to lower rates of population 
growth and more people reaching a satiation point in food consumption (Alexandratos and Bruinsma 
2012). As a result, FAO projects that global agricultural supplies will keep pace with growth in global 
food demand. 
 
Beyond 2050, the uncertainties rise by another order of magnitude because of the possibility of 
technological changes that lead to a dramatic transformation of the agricultural sector. It seems likely 
that the agriculture of Pennsylvania and the world in 2100 will bear only a faint resemblance to that of 
today. 

3.4  Climate change impacts 
 
The climate projections in Section 2 of this report indicate that annual mean temperatures in 
Pennsylvania may increase between 2.5ºF and 6.5ºF by mid-century (2041-2070), depending on the 
climate scenario and model employed. These increases are not projected to vary significantly by season. 
The climate models also project increases in average annual precipitation in Pennsylvania on the order 
of 10% by mid-century. Increases in precipitation are projected to occur throughout the year, with 
somewhat larger increases in the winter (around 15%) than the summer (around 5%). Thus, by the 
middle of the century, the climate of Pennsylvania is projected to be significantly different and 
agricultural production systems will have to adapt to a changing climate.  
 
To help understand how changes in climate can affect field crop production systems, we summarize in 
Table 2.1 the expected impacts, coarsely classified as positive and negative. Table 2.1 includes the 
effects of atmospheric carbon dioxide (CO2) concentrations, which have been increasing steadily since 
the onset of the industrial revolution.  
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Table 2.1. Summary of the effects of precipitation, temperature and carbon dioxide on plant growth and yield and 
other characteristics of field crop production systems in Pennsylvania 

 
Factor Positive effects Negative effects 
Increases in 
average 
precipitation  
 

- Alleviates summer drought 
- May increase forage and grain 

yield 
 

- Augmented runoff and risk of erosion and 
nutrient leaching 

- Higher plant disease pressure 

Increases in 
precipitation 
variability  
 

 - Increased risk of flooding 
- Difficulties planting crops timely 
- Longer dry spells may cause water stress 
- Increased demand for irrigation 

Increases in 
average 
temperature  
 

- Longer growing season and higher 
yield potential for summer crops 

- Possible to expand double 
cropping beyond southeast 
Pennsylvania 

- Possible to include new crops 
from warmer locations 

- Higher chances successfully 
establishing cover crops  

- Warmer nights may increase respiratory 
losses and may limit gains from warmer 
daytime temperatures 

- Warmer springs may reduce yield of small 
grains if warming occurs during the grain 
filling phase 

- Favorable conditions for pest insects and 
diseases 

- Weeds from warmer climates expanding 
into Pennsylvania 

- Possible increase in agrochemical load to 
deal with pests and weeds 

Increases in 
extreme 
temperatures 
 

 - Heat stress in particular can neutralize gains 
from warmer temperature 

- High risk for grain crops or fruits crops 
(grapes) that flower in summer months 

Increases in CO2 
concentration 
 

- Increase in productivity, particular 
for cool season plants and 
non-grasses summer plants 
(soybean) 

- Increased water use efficiency 

- Rarely, an enhancement of heat stress if 
temperatures are extreme, seems unlikely 
in Pennsylvania 

 
Higher winter and summer temperatures both affect crop production systems, but the main shift may 
be caused by milder winters and earlier warming during spring. The temperature during the spring, 
summer and fall controls the potential length of the crop life cycle. Pennsylvania is in a transitional 
location, with southeastern Pennsylvania suitable for medium length maturity types in corn, but 
relatively short cycles in the northwest part of the state. Warmer summers may require using longer 
season corn hybrids (higher relative maturity) to capitalize on a longer growing season. Most of the 
benefit would come from earlier planting, when the solar radiation load is high but air and soil 
temperatures are (currently) suboptimal. Thus, a gradual shift to earlier planting dates for summer crops 
can be expected. There are many genetic options for corn, as well as for soybeans, to accommodate this 
earlier planting. Higher average temperatures may also allow the expansion of double cropping, which is 
currently practiced only on a limited basis in southeastern Pennsylvania (winter barley – soybeans). 
Double cropping may add dynamism to Pennsylvania agriculture, but also require changes in supply 
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chains to accommodate planting, harvesting, transportation and storage of higher volumes of different 
grains. 
 
A higher average temperature will not translate automatically into higher productivity: this will depend 
on the interaction with other climatic factors, chiefly precipitation patterns. Wet winters and springs 
may delay planting due to soil moisture and even flooding, and low precipitation in the summer may 
increase production risk and limit the ability to capitalize on earlier plantings. 
 
Elevated levels of CO2 may lead to an increase in photosynthesis and thus yields of crops, a phenomenon 
often called the CO2 fertilization effect (Hatfield et al. 2011, Stöckle and Kemanian 2009). Figure 3.6 
depicts the general relationship for C3 crops; the shape of the curve varies in practice with other 
environmental and crop factors. Most crops grown in Pennsylvania and worldwide are C3 crops.3 C3 
feed crops include soybeans and different types of hay, among them alfalfa, timothy, tall fescue, 
orchardgrass, and perennial ryegrass. C3 food crops include wheat, barley, fruits, vegetables, and 
potatoes. C4 crops include corn and sorghum. In Figure 3.6 a relative biomass gain of “1” is set for a 
reference level of 350 parts per million (ppm) of CO2. At 550 ppm the relative increase in growth is 
approximately 15% higher than the reference. From the preindustrial level of 280 ppm to today’s 
400 ppm, the gain has been on the order of 15%. However, as Figure 3.6 illustrates, there are 
diminishing returns to ever-higher levels of atmospheric CO2, which means that the largest gains in 
productivity due to CO2 fertilization effects may have already occurred. To the best of our knowledge, 
negative CO2 fertilization effects on crop yields have never been reported (Hatfield et al. 2011). 
 
 

 
Figure 3.6. Representative response of canopy level photosynthesis (biomass gain) for a C3 crop 
Source: Adapted from Kemanian and Stöckle (2014) 
 
With respect to droughts and floods, the climate projections in Section 2 of this report agree with each 
other that average soil moisture (one indicator of drought) may increase slightly (1-5%) in the central 
and eastern parts of Pennsylvania by mid-century. The projections disagree with each other on whether 
                                                           

3 In the first step of photosynthesis, C3 plants convert the carbon from carbon dioxide into a three-carbon 
molecule, while C4 plants convert it into a four-carbon molecule. 
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average soil moisture in western Pennsylvania will increase slightly or decrease slightly. The climate 
projections indicate that most occurrences of drought by mid-century are anticipated to occur in the 
autumn, which is opposite the historical trend in which the most frequent wet months have been in 
September-October. The projections also indicate a rise in the number of very wet months when 
precipitation is greater than 150% of the current average. In sum, Pennsylvania’s hydrological climate 
may become more extreme in the future. Extreme events tend to affect entire regions rather than 
isolated farms, thus causing volatility in local prices due to sudden reductions in forage production or 
grain supplies, a critical component of the dairy industry. 
 
Pennsylvania agriculture will be impacted not only by changes in its own climate but also by changes in 
climate in other agricultural production regions of the nation and world (Abler and Shortle 2000). These 
are indirect effects of climate change. As national and global agricultural markets adjust to these 
changes in production, commodity prices facing Pennsylvania farmers could change. As discussed in 
other sections of this report, climate change may also have impacts on nonagricultural sectors of the 
Pennsylvania economy, and economies of other states and countries. These changes might manifest 
themselves as changes in prices of purchased inputs used by Pennsylvania farmers, in competing 
demands for land within Pennsylvania, or alternative employment opportunities available to 
Pennsylvania farmers. Indirect impacts such as these are important because they can amplify or 
counteract direct impacts of climate change within Pennsylvania, and they may even have greater 
consequences for Pennsylvania agriculture than the direct impacts (Abler et al. 2000). 
 
The recent IPCC report on food security and food production systems (Porter et al. 2014) finds that it is 
very likely that changes in temperature and precipitation, without considering CO2 fertilization effects, 
will lead to increased global food prices by 2050. Estimated price increases range from 3% to 84%. This 
report also concludes that the combined effect of climate change and CO2 fertilization is about as likely 
to decrease global food prices as it is to increase them, with projected price changes ranging from 
-30% to +45%. 
 
Some studies have used what is known as a Ricardian approach to analyze the impacts of climate change 
on county-level agricultural land values. The Ricardian approach is based on the idea that the value of a 
parcel of land capitalizes the discounted value of all future profits or rents that can be derived from the 
land, and that these profits or rents may be impacted by changes in temperature and precipitation. The 
first study to use a Ricardian approach (Mendelsohn et al. 1994) found that the effects of climate change 
on agricultural land values in Pennsylvania counties might range from small negatives to small positives, 
with the southern counties in Pennsylvania more likely to see negatives and the northern counties more 
likely to see positives. A study by Schlenker et al. (2006) reached similar conclusions. A recent study by 
Massetti and Mendelsohn (2011) analyzed county-level data but reported results for broad regions of 
the country. For the Northeast region, which includes Pennsylvania, they found that climate change is 
likely to increase agricultural land values. 
 
Warming and CO2 fertilization effects may promote the growth of weeds, limiting yield increases for 
crops and/or leading farmers to apply more herbicides or do more mechanical weeding. Most of the 
worst weeds worldwide are C4 plants, although many weeds currently affecting Pennsylvania agriculture 
are C3 plants, including common lambsquarters, common ragweed, velvetleaf, and common chickweed. 
Warming can be expected to lead to a northern expansion of tropical and other warm-season weeds. 
Crop-weed interactions are complex, and one cannot say whether climate change and CO2 fertilization 
effects will favor crops relative to weeds or vice versa (Pritchard and Amthor 2005, Porter et al. 2014). 
However, some changes seem to be already at work. As recently as 2013, Palmer Amaranth, a weed 
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related to other Amaranth spp. (pigweed), has been found for the first time in several locations in 
Pennsylvania. It is hard to argue that the northward expansion of this weed happened because of 
warming, but warmer and wetter conditions definitely favor its occurrence. Resistance to glyphosate has 
been reported for this species (Curran and Lingenfelter 2014). 
 
Warming may lead to a northern expansion of plant parasitic nematodes, and insects, presenting 
Pennsylvania agriculture with a different set of pest challenges than it faces today. Warming may also 
increase populations of marginally overwintering insect species such as corn flea beetles (Wolfe et al. 
2008). On the other hand, if droughts become more frequent, the pressure and spread of many insects 
could decline (Wolfe et al. 2008). Natural enemies of crop pests such as birds and beneficial insects 
might benefit from a warmer climate (Pritchard and Amthor 2005). It is difficult to say whether climate 
change will favor crop pests relative to birds and beneficial insects, or vice versa (Porter et al. 2014; 
DeLucia et al. 2012). 
 
Warming is likely to lead to phenological advances in a variety of plants, birds, and insects (Richardson 
et al. 2013). Insect pests may develop more quickly in a warmer climate, and multivoltine insects might 
be able to complete more life cycles during a year (Pritchard and Amthor 2005; DeLucia et al. 2012). 
Warming in the northeast U.S. over the past 130 years has advanced the phenology of spring-active bees 
by about 10 days, tracking earlier blooming (Bartomeus et al. 2011). More research is needed on how 
agriculture in general, and Pennsylvania agriculture, is likely to be affected by phenological changes. 
 
A review of the literature on crop diseases and climate change by Newton et al. (2011) concluded that 
complex biological interactions among pests, pathogens, mutualists, and parasites can lead to outcomes 
that differ from those predicted from the responses of each individual organism to temperature, 
precipitation, or atmospheric CO2. A review of the literature on climate change and invasive species 
(pathogens, insects and weeds) by Ziska et al. (2011) identified a number of research gaps and 
concluded that the research to date is inadequate to characterize the impacts of climate change on 
invasive species beyond the micro scale (e.g. beyond the scale of a leaf). 
 
The evolving weed and insect management challenges created by climate change may lead farmers to 
apply different types of pesticides, and in different quantities, than today. Whether these changes will 
be beneficial or harmful for the environment is unclear. It is possible that genetic engineering during 
coming decades may improve the pest resistance of crops to the point where insecticide usage is 
significantly reduced, just as insect-resistant (Bt) hybrids of corn to control the corn borer and corn 
rootworm are already on the market. However, new pest populations and the constant development of 
resistance among pests (e.g. Gassmann et al. 2011) may require an intensification of agricultural 
management, particularly if benign winters allow some plague insects to establish resident populations. 
 
Organic agriculture may help farmers adapt to climate change because the labor-intensive nature of 
these systems allows for product diversification. However, organic agriculture by definition relinquishes 
the use of transgenic products and most forms of synthetic agrochemical use. A warmer climate may 
make organic agriculture more vulnerable to pests and diseases, although the activity of natural 
predators may also increase, helping to control problem insects. Area suppression of pest insect by 
non-organic agriculture (Hutchison et al. 2011) may help ameliorate potential increases in insect 
pressures. Good stewardship of the soil in organic agriculture that increases soil organic matter may 
cause soils to retain significantly more rainwater (Niggli et al. 2007) and minimize the effect of excess 
precipitation or dry spells. Organic, grass fed livestock production may increase due to a longer growing 
season, capitalizing on a growing segment of the market. 
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Any future increases in the variability of temperature and precipitation in Pennsylvania are likely to 
increase the demand by farmers for risk management products, including insurance against losses due 
to drought, flooding, hail, wind, frost, insects, and disease. Federal crop insurance is heavily subsidized, 
with the federal government paying over 60% of premium costs (GAO 2014). There are a wide variety of 
insurance options for crop producers, including hail insurance, multiple peril yield insurance, market 
price insurance, and revenue insurance. 

3.4.1 Feed crops 
Statistics from the 2012 Census of Agriculture indicate that the three most important feed crops in terms 
of acreage in Pennsylvania are hay, corn (for grain and for silage), and soybeans, and the most important 
in terms of sales are corn and soybeans. This section focuses on these crops. 
 
Southeastern Pennsylvania currently has good conditions for corn production. Nighttime temperatures 
are relatively high but daytime temperatures are excellent for this C4 crop. The current climate in the 
northern and western parts of the state is slightly more marginal for corn, as increases in elevation 
reduce temperatures and the length of the growing season. 
 
Some insight into the potential impacts of climate change on corn production in Pennsylvania can be 
gleaned from a recent simulation modeling study of corn yield responses to warming and CO2 in two 
temperate locations that bear some resemblance to Pennsylvania (Iowa and Lusignan, France), and two 
warm locations (subtropical Brazil and Tanzania) that serve as points of contrast (Bassu et al. 2014). This 
study finds that increases in CO2 can increase corn yields modestly in temperate locations. This study 
also finds that temperature increases reduce yields in the warm locations, and in the temperate 
locations when the increase is extreme (+10°F or greater). However, modest increases in temperature 
increase corn yields in the temperate locations. In both Lusignan and Iowa, the yield increase is a 
response to higher temperatures in early spring and fall, which allows crops more time to mature and 
express their full yield potential. Translating this to Pennsylvania, the implication is that corn yields may 
increase slightly in central and northern Pennsylvania, provided that water availability does not limit 
yield expression. 
 
Figures 3.7 and 3.8 illustrate results from the study by Bassu et al. (2014). Figure 3.7 presents a 
box-and-whisker plot of the 30-year average response of grain yields (in %) to CO2 as simulated by 
15 different models. Figure 3.8 is like Figure 3.7, except that 3.8 shows the response of grain yields to 
higher temperatures. The upper and lower lines on the boxes show the 25th and 75th percentiles of yield 
responses, with the line in the middle of each box show the median yield response. The whiskers show 
the 10th and 19th percentiles, and the hollow circles indicate outliers. 
 
In a statistical analysis of U.S. yields for corn, soybeans, and cotton, Schlenker and Roberts (2009) found 
that corn yields increase slightly with average temperature during the growing season up to an average 
of about 84ºF, beyond which yields decline significantly. They found a similar pattern for soybeans, with 
a threshold of about 86ºF beyond which yields decline with higher temperatures regardless of other 
factors. The average historical (1971-2000) growing season temperature for corn and soybeans in 
southeastern Pennsylvania (climate division 3, which includes Lancaster County) is about 66ºF, which is 
well below the thresholds identified by Schlenker and Roberts (2009). Average historical growing season 
temperatures in the central and northern regions of Pennsylvania are even lower. This study implies that 
moderate warming may increase Pennsylvania corn and soybean yields, provided that water availability 
is not limiting. 
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With respect to hay and other forage crops, Izaurralde et al. (2011) review the literature for the U.S. on 
responses to rising atmospheric CO2 and climate change. They find that projected increases in 
temperature and a longer growing season should extend forage production to later in the fall and earlier 
in the spring, reducing the need to store forage for the winter. They also find that forage yields should 
increase in response to CO2 fertilization effects. It is possible that the types of hay grown in Pennsylvania 
may change in response to a warmer climate. For example, farmers in the southeastern U.S. currently 
grow types of hay such as orchardgrass, bermudagrass, and tall fescue, and it is possible that 
Pennsylvania farmers may grow more of these types. 
 
 

 
 
Figure 3.7. Response of grain yields (in %) to atmospheric CO2 
Source: Bassu et al. (2014) 
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Figure 3.8. Response of grain yields (in %) to changes in temperature 
Source: Bassu et al. (2014) 
 
Pennsylvania is different from many other U.S. states, and many other countries, in how feed crops may 
respond to climate change. Areas that are currently warmer than Pennsylvania, and hence closer to the 
temperature thresholds for corn and soybeans estimated by Schlenker and Roberts (2009), may see 
their yields decline. As discussed in Section 2 of this report, precipitation is projected to increase in 
Pennsylvania as a result of climate change. Areas where climate change is projected to reduce 
precipitation, particularly summer precipitation, may see much different impacts on their feed grain 
yields. Feed grain markets are global in nature, and it is possible that climate change impacts elsewhere 
in the nation and world may give Pennsylvania feed grain producers a competitive advantage. However, 
this is by no means assured. In all cases, Pennsylvania agricultural systems will have to change to adapt 
to progressive alterations in climate. 

3.4.2 Food crops 
Pennsylvania produces a wide range of food crops. Statistics from the 2012 Census of Agriculture 
indicate that one major food crop in terms of sales in Pennsylvania is mushrooms, and mushrooms are 
the only food crop among the top eight agricultural product categories in terms of sales in 
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Pennsylvania.4 Mushroom sales in 2012 were about $530 million. Important food crops in Pennsylvania 
also discussed in this section are fruits, tree nuts and berries (sales of $161 million) and vegetables, 
melons and potatoes (sales of $141 million). 
 
Mushrooms are almost entirely cultivated inside of specialized growing houses under carefully 
controlled temperature and humidity, with different temperatures required depending on the stage of 
the cultivation process and the type of mushroom being produced. Humidity is generally maintained at a 
high level throughout the process, which can take roughly three months from preparation of the 
compost in which the mushrooms are grown through to harvesting. There are no firm statistics for 
Pennsylvania, but statistics for the U.S. as a whole suggest that less than 5% of mushroom sales come 
from mushrooms grown outdoors in the woods (USDA, National Agricultural Statistics Service 2008). 
There are also a few mushroom farms in limestone caves or abandoned coal mines, but these are 
generally considered unreliable because of the difficulty of controlling climatic conditions. 
 
The effects of climate change on mushroom production will primarily be manifested in changes in 
heating and cooling requirements for growing houses. As part of the preparation process, compost is 
pasteurized at about 140°F for two hours or more in order to eradicate harmful bacteria, nematodes, 
insects, and fungi. Higher average outdoor temperatures will lower heating requirements during the 
pasteurization process. Because multiple crops of mushrooms can be grown and harvested indoors 
during a single year, the effects of climate change on other stages of the mushroom growing process will 
depend on the season in which the mushrooms are being grown. Many temperate mushrooms require 
ambient temperatures of 70-80ºC during the spawning and growth stage, which typically lasts 
2-3 weeks. With climate change, there will on average be less heating required during the winter 
months but additional cooling during the summer months. The net effects on annual energy use and 
annual production costs are unclear. 
 
For fruits and vegetables, an increase in summer heat stress may be damaging to cool 
temperature-adapted crops such as apples and potatoes (Wolfe et al. 2008). Fruits such as apples and 
grapes have a winter chilling requirement of 200-2,000 cumulative hours within a narrow temperature 
range, typically 32-50ºF (Wolfe et al. 2008; Luedeling 2012). Temperatures outside of this range 
generally do not meet this chill requirement. Among grapes, native American varieties (Vitis labruscana) 
have a much longer chilling requirement than European varieties (Vitis vinifera) (Wolfe et al. 2008). 
European varieties, by contrast, do poorly if temperatures drop below about 15ºF during the winter. In a 
warmer climate, Pennsylvania wineries may choose to replace some of their native American grape 
varieties with European varieties. This would entail costs in removing current vines and replanting them 
with new ones. It would entail benefits because wines from European varieties generally command 
higher prices than those from American varieties. 
 
An increase in the frequency of floods and droughts may be damaging to fruits and vegetables that are 
vulnerable to quality defects, such as blossom end rot in tomato, caused by hourly and daily fluctuations 
in water availability (Wolfe et al. 2008). Wetter summers and falls, with the associated increase in 
cloudiness, may also limit the quality of the fruit. Quality is important for any crop but particularly so for 
fresh fruits and vegetables, where blemishes or defects may significantly lower the price received or 

                                                           

4 The top-eight list in order of sales, as mentioned above, is: dairy; poultry and eggs; corn; cattle and calves; 
mushrooms; other nursery and greenhouse products (aside from mushrooms); hogs and pigs; and soybeans. These 
eight product categories account for 89% of total agricultural product sales in Pennsylvania. 
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even render the product unsalable. At the same time, because fruits, vegetables and potatoes are 
C3 crops, the CO2 fertilization effect may at least partially offset yield declines due to changes in 
temperature and precipitation. However, as noted above, most of the yield gains from atmospheric 
CO2 increases may have already been accrued. 
 
Warmer temperatures and longer growing seasons may permit Pennsylvania food crop producers to 
grow more of crops such as sweet corn that are well suited to these conditions. Pennsylvania sweet corn 
producers may be able to deliver their product to market earlier in the year, increasing their 
competitiveness with corn grown in southern states that have traditionally dominated the early summer 
market for sweet corn. 
 
Wheat is not a major crop in Pennsylvania ($64 million in sales in 2012), but the potential effects of 
CO2 and climate change on wheat have been studied extensively because of the importance of wheat 
worldwide. Wheat and other C3 small grains have a higher responsiveness to CO2 than corn (a C4 crop). 
Small grains also differ from corn because their grain filling occurs in a narrow time window after 
flowering. Reductions in the length of grain filling due to increased temperatures (and therefore 
reductions in the total radiation interception) may limit yield gains from other factors. Asseng et al. 
(2013) assembled simulations from 20 models for four locations worldwide (Netherlands, Argentina, 
India, Australia) changing both CO2 and temperature. The results are illustrated in Figure 3.9. None of 
the four locations is clearly analogous to the climate in Pennsylvania, but yields in each location are 
highly responsive to temperature. Warmer winters may allow double cropping of small grains, perhaps 
short cycle winter barley or oats rather than winter wheat (unless the winters are wet, which is not 
favorable for barley).  
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Figure 3.9. Sensitivity of simulated and observed wheat yields to temperature and CO2 
Note: Simulated relative mean (30-year average, 1981–2010) grain yield change for increased temperatures (no 
change, grey; +3 °C (5.4°F), red; +6 °C (10.8°F), yellow) and elevated atmospheric CO2 concentrations for the 
Netherlands (NL; a), Argentina (AR; b), India (IN; c) and Australia (AU; d). For each box plot, vertical lines represent, 
from left to right, the 10th percentile, 25th percentile, median, 75th percentile, and 90th percentile of simulations 
based on 20 models). Inset: Observed range of yield impacts with elevated CO2. 
Source: Asseng et al. (2013) 

3.4.3 Other crops 
Statistics from the 2012 Census of Agriculture indicate that annual Pennsylvania sales of other nursery 
and greenhouse products (aside from mushrooms) are $415 million, making it one of the top eight 
agricultural product categories in terms of sales in Pennsylvania. The two most important products 
within this category are bedding/garden plants ($141 million in sales) and nursery stock ($126 million in 
sales). Other important products include potted plants, greenhouse tomatoes, and cut flowers. 
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For bedding/garden plants and nursery stock, climate change is likely to necessitate changes in the types 
of species that are grown and sold to consumers. There is unlikely to be a significant threat to the 
economic health of the industry—there will still be a demand for landscaping products in a warmer 
climate, just as there is in southern states today. The USDA’s Plant Hardiness Zone Map was last 
updated in 1990, but the Arbor Day Foundation released its own updated map in 2006 showing that 
parts of many states have shifted by one hardiness zone since 1990 and some areas have shifted by two 
zones. Commercial nurseries can facilitate climate change adaptation by providing a head start for 
northward range shifts among plant species (Van der Veken et al. 2008). 
 
For greenhouse tomatoes, it is hard to find locations in the U.S. where the climate makes production 
profitable in both the summer and winter (Cook and Calvin 2005). Currently there is significant winter 
greenhouse tomato production only in the west and southwest parts of the country. If winter 
temperatures rise significantly due to climate change, greenhouse heating costs in Pennsylvania might 
fall to the point where it becomes profitable to produce greenhouse tomatoes in the winter. Climate 
permitting, winter greenhouse production is more profitable than summer production because tomato 
prices are significantly higher in the winter (Cook and Calvin 2005). The question in this case is whether 
summer production would continue to be profitable in the face of higher summer temperatures. 
Moreover, heating costs for winter greenhouse tomatoes grown in other states would also fall, putting 
downward pressure on market prices. 

3.4.4 Livestock products 
Statistics from the 2012 Census of Agriculture indicate that four livestock products are among the top 
eight agricultural product categories in Pennsylvania in terms of sales: dairy, poultry and eggs, cattle and 
calves, and hogs and pigs. This section focuses on these livestock products. 
 
Like all warm-blooded animals, livestock require ambient temperatures that allow them to maintain a 
body temperature within narrow bounds (Boesch 2008), in most cases above ambient temperature. If 
the heat losses outpace the metabolic heat production and the energy gained from the environment 
(for example radiation from sunlight), they have to increase the metabolic rate to match the energy 
losses and preserve an operative body temperature. If the environment is hot the animal must seek 
conditions that avoid heat stress, typically seeking shade and increasing panting. These situations 
increase stress and reduce the energy that can be devoted to production of products such as milk, 
bodily growth, and reproduction. As an animal’s productivity increases, whether it is higher milk yields 
for dairy cows or faster growth rates for pigs or poultry, metabolic heat production also increases and 
the capacity to tolerate high temperatures decreases (Porter et al. 2014). Heat stress can lead to 
reduced physical activity, reduced eating or grazing, higher mortality, and lower fertility (Nardone et al. 
2010). Temperature thresholds vary according to the species of livestock and each individual animal’s 
genetics and health. 
 
In Pennsylvania dairy and beef cattle production, livestock are outdoors much of the time. Dairy cows 
prefer cool temperatures, with the optimum temperature range for milk production being roughly 
40-75°F (Wolfe et al. 2008). Using climate model projections indicating that U.S. dairy production areas 
will experience annual temperature increases of about 1.5-2.4°F by 2030, Key et al. (2014) estimate that 
milk production at the average Pennsylvania dairy could decline by about 0.6% to 0.9%. Larger increases 
in the average summer temperature of 9-11°F could lead to heat stress losses of 10-25% in milk 
production (Wolfe et al. 2008). Beef cattle have a somewhat greater tolerance than dairy cows for heat, 
but large increases in the average summer temperature could place significant heat stress on them as 
well. 
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Dairy and beef cattle producers can reduce heat stress by providing trees, buildings, or portable shelters 
for shade. They can also use fans and spray water on their cattle to help keep them cool. However, 
these actions are not free. One indicator of the cost of alleviating heat stress in dairy cattle is energy 
expenditures per hundredweight (100 pounds) of milk produced. Figure 3.11, from Key et al. (2014), 
illustrates how energy expenditures per hundredweight increase as the level of heat stress increases. 
This increasing relationship between heat stress and energy expenditures is true for dairies of all sizes 
(small, medium, and large). Dairy producers can also adapt to heat stress by switching breeds. For 
example, Jerseys have smaller declines in milk production than Holsteins in response to heat stress, and 
consequently dairies in the highest heat stress regions of the U.S. have the greatest share of Jersey cows 
in their herds (Key et al. 2014). 
 

 
 
Figure 3.11. Energy expenditures by dairies and heat stress 
Source: Key et al. (2014) 
 
Poultry and eggs in Pennsylvania are mostly produced in large-scale indoor facilities where the birds are 
kept in close quarters. Housing large numbers of birds with a high metabolism makes them vulnerable to 
heat stress during the summer (Boesch 2008). Birds can be at least partially protected against heat 
stress through investments in insulation, ventilation, fans and air conditioning in growing facilities. The 
existence of large-scale poultry production in southern states such as Alabama, Arkansas, Georgia, and 
Mississippi indicate that these investments can be made at acceptable cost, at least with current energy 
prices. Higher energy prices might change that calculation. 
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Adult hogs prefer cooler temperatures, with the optimum temperature range for adult hog growth 
being 55-70°F. Baby pigs must be kept warmer, with optimum temperatures between 85-90°F. Hogs and 
pigs in Pennsylvania are typically housed inside of growing facilities, with ventilation and fans used to 
keep hogs cool during the summer. During very high summer temperatures, producers will sometimes 
spray water on their hogs to keep them cool. With climate change, heating costs may fall during warmer 
winters but costs of keeping animals cool during the summer may rise. The net effect on annual energy 
use and annual production costs are unclear. However, the existence of large-scale hog production in 
southern states such as North Carolina and Oklahoma suggests that Pennsylvania hog production is 
likely to continue being economically viable in a warmer climate. 
 
Currently, a large portion of poultry and hog production is concentrated in warmer, more southern 
states. These operations were originally located in these states when energy prices and average 
temperatures were lower than they are today. The concentration may have occurred due to a clustering 
effect, since these sectors depend highly on the availability of specialized products and services that can 
be supplied more efficiently to a large number of farms than a small number. Since climate control is a 
substantial input into the growth of these livestock, climate change may stimulate the movement of 
poultry and hog production northward into states like Pennsylvania (Abler et al. 2009). Given the highly 
clustered nature of these industries, the movement could be large-scale rather than incremental. 
Large-scale poultry and hog production serves as a nutrient concentrator on the landscape because a 
large proportion of the nutrients in feed are spread on land near the animal facilities in the form of 
manure, typically creating high phosphorus concentrations in the topsoil that act as a pollution source. 
A northward movement of such industries could create a tension for Pennsylvania between economic 
benefits and environmental protection. 
 
There may also be a northward movement of dairy production in response to climate change, but a 
large-scale movement is not possible simply because there is relatively little dairy production in 
southern states to move. This is one reason why Key et al. (2014) project milk production losses in 
response to climate change in all the states they examine, including Pennsylvania, although 
Pennsylvania’s losses in percentage terms are much lower than states such as Florida and Texas. 
 
Climate change is also likely to impact livestock production through parasites, pathogens, and disease 
vectors (Boesch 2008). As discussed earlier, there may be northward migration of livestock pests 
currently found in southern states and greater overwintering of pests already present in Pennsylvania. 
Pennsylvania livestock producers will likely face a different set of pest and disease management 
challenges than they face today, but we cannot say whether the challenges will be greater or smaller. 
 
Pennsylvania livestock production may also be impacted by climate change through changes in forage 
production and quality, on-farm production of feed crops, and changes in prices of purchased feed. As 
discussed earlier, projected increases in temperature and a longer growing season should extend forage 
production to later in the fall and earlier in the spring, reducing the need to store forage for the winter. 
Forage yields may also increase in response to increases in precipitation and CO2 fertilization effects. On 
the other hand, increased precipitation, particularly during spring, may make grazing more challenging 
as the ground may be wet and pastures can be damaged by trampling. 
 
Research on the effects of changes in temperature and precipitation on forage quality has yielded 
conflicting results (Craine et al. 2010). Craine et al. (2010) used a long-term, national database of cattle 
fecal chemical composition to analyze the impacts of temperature and precipitation on crude protein 
(CP) and digestible organic matter (DOM) in forage crops. For forested regions with a climate similar to 
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Pennsylvania, they find that higher annual temperatures are associated with lower levels of CP and 
DOM. They do not report impacts of changes in precipitation for these regions. 
 

3.5  Economic opportunities and barriers for Pennsylvania 
 
Adaptation to climate change, and efforts to mitigate greenhouse gas emissions, may create economic 
opportunities for Pennsylvania agriculture. One opportunity is alternative energy. The main energy crop 
in the U.S. is currently corn, which is used for ethanol. However, there are three reasons why this 
situation may change. First, the “blend wall” has been achieved (percentage of ethanol in the gasoline 
plus ethanol mix), meaning that additional ethanol can only be consumed if more gasoline is consumed; 
second, U.S. gasoline consumption is stable or decreasing due to better gas mileage in new vehicles; and 
third, with the “food versus fuel” debate, there is interest in substituting liquid fuels of lignocellulosic 
origin for corn-based ethanol. 
 
In light of this, there is an opportunity to make alternative, second-generation energy crops part of the 
agricultural landscape of Pennsylvania (U.S. Department of Energy 2011). Candidates include perennial 
shrub willow (Smart and Cameron 2008), a short rotation woody crop (and a C3 plant); the perennial 
grasses miscanthus and switchgrass (both C4 plants) (Khanna et al. 2008); and annuals such as biomass 
sorghum (Mullet et al. 2012) or winter rye, which is already grown as a cover crop. Other annuals 
include oil crops, which could supply feedstock for companies producing jet fuel. The non-food oil crops 
that might fit the environment of Pennsylvania would likely need to be short-season winter crops similar 
to pennycress, which could be double cropped with minimal impact on grain production. Studies on 
pennycress are limited, but warming and a lengthening of the growing season may open a window for 
this option. 
 
The perennial energy crops shrub willow, miscanthus and switchgrass have potential in Pennsylvania, as 
illustrated in Figure 3.10 (Kemanian et al. 2013). There is willow acreage at an experimental stage in 
Pennsylvania, commercial plantations of willow in New York, and commercial acreage of miscanthus in 
northwest Pennsylvania. Switchgrass, a native grass, is also productive and is currently harvested in 
Pennsylvania and pelletized for multiple uses. While irregular precipitation may affect growth of 
perennial crops in some parts of the season, these energy crop are likely to benefit from warmer 
conditions (C4 crops) and from wetter conditions in spring and increasing atmospheric CO2, particularly 
the C3 shrub willow. These crops may play a role not only in the energy matrix, but also in ameliorating 
erosion and off-site pollution. Inputs of agrochemicals are low compared with annual crops, and target 
locations for planting include wet parts of the landscape and floodplains that are major contributors to 
surface and subsurface water pollution. When planted in sensitive parts of the landscape, these energy 
crops can act as dual purpose riparian buffers that produce biomass and protect the environment. 
 
Displacement of fossil fuels or corn-based ethanol by alternative energy crops can reduce greenhouse 
gas emissions (Dunn et al. 2013; Davis et al. 2012; Chesapeake Bay Commission, 2007). This is 
particularly the case if biomass production and energy yield are high, as is expected from perennial 
energy crops, or if energy crops are produced in niche periods in between annual crops (e.g. winter rye). 
If there are regulatory or market incentives for reducing greenhouse gas emissions, alternative energy 
crops would open up opportunities for Pennsylvania agriculture. 
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Figure 3.10. Average modeled biomass yield at three locations 
Note: The numbers in parentheses are the average relative gap between the potential (no water stress) and 
modeled yield with water stress. The C3 and C4 crops are representative of shrub willow and warm season grasses 
(miscanthus and switchgrass), respectively. 
Source: Kemanian et al. (2013) 
 
Barriers to exploiting these alternative energy opportunities in Pennsylvania are similar to barriers facing 
the entire cellulosic liquid fuels industry: a need for improved technologies to further reduce production 
costs; a need to advance technologies for producing liquid fuels other than ethanol (such as gasoline, 
diesel and jet fuel) in order to avoid the blend wall; and a need to attract investment to finance industry 
expansion (Peplow 2014). 
 
Barriers also include the current energy market situation and federal renewable fuels policy. If current 
low oil and gas prices continue, and if there is continued weakness in demand due to higher vehicle 
efficiency standards, any improvements in market prospects for alternative energy crops will have to be 
policy-driven. For example, market prospects could improve if there were an increase in the federal 
renewable fuels standard (RFS), assuming that the blend wall can be relaxed, or a change in the RFS to 
make more room for second-generation biofuels. Without market or policy changes, it will likely be 
difficult for the alternative energy crops industry to attract new investment. 
 



88 

In addition to energy crops, another opportunity for Pennsylvania agriculture for mitigating greenhouse 
gas emissions is storage of atmospheric CO2 in agricultural soils. Options for storing atmospheric carbon 
include conversion of cropland to forestry or pasture, planting of winter cover crops, reduced tillage 
practices, and planting energy crops on marginal agricultural land (Rosenzweig and Tubiello 2007). 
Estimates of the amount of carbon that might be sequestered by these options vary significantly 
(Rosenzweig and Tubiello 2007). Soil carbon storage is transient in the sense that stored soil carbon can 
be re-emitted depending on soil management (e.g. by turning cropland into pastureland and then back 
into cropland). 
 
The potential demand for land for installing solar photovoltaic (PV) arrays might affect agriculture, 
displacing some land from agricultural production but at the same time providing agricultural 
landowners the opportunity to earn income from selling or renting land. 
 
An increase the frequency of extreme weather events may have a negative effect on soil carbon 
sequestration if extreme events reduce production and therefore carbon inputs to the soil, which 
usually results in soil organic carbon losses (Kemanian and Stöckle 2010), or if extreme events increase 
the average soil moisture content and temperature, thereby increasing microbial soil respiration and 
CO2 emissions. 
 
Climate change may create an opportunity for Pennsylvania agriculture in the form of cover crops, 
because increases in average temperature improve the chances of successfully establishing cover crops. 
Cover crop challenges emerge from higher operational demands for both planting the cover crop and 
planting the crop that follows it, potential competition for water, demand for nitrogen (if grass cover 
crops), and cost. However, there are substantial environmental benefits for soil quality, reduction in 
erosion, retention of nutrients, habitat for natural predators, and pollination services (Schipanski et al. 
2014). Cover crops can improve eight out of 11 ecosystems services without impacting negatively crop 
yields, and these benefits are expected to be retained or become more important under climate change 
(Schipanski et al. 2014). 

3.6  Conclusions 
 
Pennsylvania agriculture can continue to prosper in a warmer climate, but changes will be required. Any 
producers who fail to adjust to climate change are likely to see their yields and profitability decline. 
Fortunately, Pennsylvania agriculture is an industry very familiar with continual and rapid change. An 
increase in the frequency of extreme events may require a higher level of intervention, flexibility and 
availability of production inputs for timely planting, harvesting and other operations. 
 
With regard to feed crops and feed cropping systems, it is likely that different hybrids of corn and 
varieties of soybean will need to be planted if growing seasons become longer and the weather more 
variable. A vast array of genetic options for these crops already exist as evidenced by their cultivation 
across a range of climatic conditions, but it will be necessary to identify and improve crop varieties 
specific to Pennsylvania’s future climate. 
 
While corn and soybean production are likely to remain dominant, the effects of climate change on the 
prevalence of alfalfa are uncertain. Alfalfa is a leguminous crop that fixes nitrogen in the soil. 
A reduction in the area of alfalfa may require shifting to other legumes or perhaps increased use of 
synthetic fertilizers. More investigation is necessary to determine how alfalfa yields and quality are likely 
to be impacted by climate change, and how these impacts will affect the rest of the crop mix. Once 
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again, the availability of a diverse set of species and genotypes within species seems critical to secure 
adaptability. 
 
With respect to the food crops that are grown in Pennsylvania, the effects of climate change on 
mushroom production are ambiguous. Yields of cool-temperature adapted fruits and vegetables such as 
potatoes and apples are likely to decline as a result of climate change, while yields of fruits and 
vegetables better suited to a warmer climate such as sweet corn are likely to rise. Pennsylvania farmers 
are likely to adapt to climate change by changing the types and varieties of fruits and vegetables grown. 
Pennsylvania wineries may choose to replace some of their native American grape varieties with 
European varieties. This would entail up-front costs in replacing vines but could be beneficial in the long 
run because wines from European varieties tend to command higher prices than wines from Native 
American varieties. 
 
For bedding/garden plants and nursery stock, climate change is likely to necessitate changes in the types 
of species that are grown and sold to consumers. There is unlikely to be a significant threat to the 
economic health of the industry—there will still be a demand for landscaping products in a warmer 
climate, just as there is in southern states today. 
 
The effects of climate change on Pennsylvania livestock producers are likely to be mixed. In the dairy 
industry, heat stress and a decline in feed quality are likely to drive milk yields downward and increase 
production costs. For operations that rely on grazing and on-farm production such as dairy and beef 
herds, changes in pasture yields and feed quality will impact production costs. For the state’s hog and 
poultry producers, while climate control costs are likely to increase with warmer summer months, this 
same effect in southern states may make Pennsylvania more attractive to these industries and could 
induce a northward shift in production operations. This may create a tension between the expansion of 
animal production and the ability of Pennsylvania to meet its water quality obligations under the 
Chesapeake Bay TMDL. 
 
Crop and livestock and producers are likely to encounter changing pest, weed, and disease management 
challenges. Just as a changing climate may require new crop and animal species in production, it may 
also make the environment suitable for different species of insects and weeds as well as types of 
disease. Improvements in crop and livestock genetics may ameliorate these issues. 
 
The main energy crop in the U.S. today is corn. If cellulosic energy crops become important in the future, 
they may benefit from warmer climate and help reduce the carbon footprint of agriculture. When the 
2009 and 2011 versions of the Pennsylvania Climate Impact Assessment were written, there was limited 
information on energy crops in Pennsylvania. Today there are several trials with warm season grasses 
and shrub willow in the state and the Mid-Atlantic region. This is a dynamic area of research and 
development that holds promise for Pennsylvania agriculture. 
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4  Energy Impacts of Pennsylvania’s Climate Futures 

4.1  Introduction 
 
This section updates Chapter 7 of the 2011 Pennsylvania Climate Impacts Assessment, focusing on the 
interactions between climate change and the production, delivery and consumption of energy in 
Pennsylvania. The 2011 assessment suggested a few broad implications: 
 

1. Warming in Pennsylvania is likely to increase demand for energy, particularly electric power, 
during the summer months. This increase is likely to be larger than any decline in wintertime 
energy consumption. Thus, overall energy utilization in the Commonwealth is likely to increase 
as a result of climate change. Concerns over greenhouse gases and more localized emissions are 
likely to increase demand for natural gas produced in Pennsylvania. 

2. Existing policies, such as the Alternative Energy Portfolio Standard and some aspects of 
Pennsylvania Act 129, have addressed opportunities for the Commonwealth to facilitate the 
adaptation to climate change as well as mitigation of further greenhouse gas emissions. 
Additional opportunities exist, particularly in the areas of energy efficiency and demand-side 
management of electric energy consumption. 

3. Increased seasonal variations on freshwater supplies may impact the ability of Pennsylvania’s 
energy sector (particularly power generation facilities that require cooling water) to produce 
reliable supplies under some scenarios. 

These conclusions, by and large, have not changed significantly since the 2011 PCIA. This section 
updates some information from the 2009 and 2011 PCIA reports, and highlights a few areas of 
interaction between climate change and Pennsylvania’s energy sector that have emerged as major 
research themes. First, declines in energy commodity prices, particularly for electricity and natural gas 
present challenges to some technology options that could contribute to climate change mitigation. With 
current market conditions, large-scale renewable energy projects in Pennsylvania face increasing costs 
due primarily to locational factors (i.e., many of the best wind sites have already been developed). 
Second, the impacts of recent extreme weather events have focused attention on how climate change 
may affect the reliability of energy delivery systems. Recent work has attempted to quantify the 
reliability benefits of a more distributed model of electric power production and delivery. Third, updated 
climate models suggest that pressures on water quantity available for the energy sector in Pennsylvania 
may not represent a significant energy system stressor, although the models do project some changes in 
seasonal variation. 

4.2  Pennsylvania’s Energy Sector 
 
Pennsylvania’s status as a major energy-producing state has grown over the past two years. Based on 
2012 data (the latest year for which official data were available from the U.S. Department of Energy 
(EIA, 2014) at the time of this writing), Pennsylvania is now the third-largest energy producing state in 
the U.S. (on a BTU basis), behind Texas and Wyoming. This change is almost entirely attributable to 
impressive growth in natural gas production. Pennsylvania is now the second-largest natural gas 
producer in the U.S., with output exceeding ten billion cubic feet per day. Of particular relevance to 
greenhouse-gas mitigation, Pennsylvania has the second-largest wind generation fleet (in terms of 
capacity) on the eastern seaboard. (New York’s installed wind capacity is larger than Pennsylvania’s.) 
The Commonwealth continues to be a major producer of electric power and coal (ranking fourth in the 
nation in the production of both energy commodities). Pennsylvania is a relatively minor producer of 
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crude oil and biomass-based fuels, although the southeastern corner of the Commonwealth is one of 
the largest petroleum refining sectors in the eastern U.S. 
 
A near-doubling of daily natural gas production since 2011 has resulted in Pennsylvania becoming a net 
energy exporter on a BTU basis. Energy consumption in the Commonwealth has actually fallen very 
slightly compared to when the last PCIA was produced (to 3.5 quadrillion BTU, while total energy 
production has increased by more than 80% (from 2.6 quadrillion BTU to 4.7 quadrillion BTU). 
Pennsylvania has long been the largest exporter of electric power in the U.S., with roughly one-third of 
all the electric energy produced within Pennsylvania being consumed in other states. 
 
Coal and nuclear power remain the predominant fuels used for generating electricity in Pennsylvania. 
Pennsylvania’s installed capacity mix is shown in Figure 4.1, while utilization of fuels for electric 
generation is shown in Figure 4.2. Pennsylvania’s generation capacity mix is similar to the mix of the U.S. 
as a whole. The cost of fuels, capital and maintenance all influence how often generating units are used. 
Thus, there is a substantial difference between Pennsylvania’s installed generation capacity and the 
intensity with which generating units or technologies are used to produce electricity. Pennsylvania 
continues to decrease its utilization of coal-fired electricity for power generation, with increases in the 
amount of natural gas utilized.  

 
Figure 4.1. Generation capacity mix for electric production in Pennsylvania, 2013. Source: US Energy Information 
Administration. 
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Figure 4.2. Fuel mix for electric production in Pennsylvania, 2013. Source: US Energy Information Administration. 
 
Prices for most energy commodities have continued to decline at the wholesale level in Pennsylvania. 
The most striking price declines have occurred in natural gas, where prices at Pennsylvania’s wholesale 
“trading hubs” have remained at levels well below the continental “Henry Hub” benchmark for most of 
2014. These recent price trends for Pennsylvania trading hubs and the Henry Hub (a trading point in 
Louisiana that has long been the reference price for North American natural gas) are shown in Figure 
4.3.  The current and anticipated pace of Marcellus gas production is responsible for these pricing 
trends. Daily production has roughly doubled over the past two years, and Pennsylvania has seen the 
largest increase in proved natural gas reserves of any state in the U.S. 
 
In part due to regulatory structures for natural gas pricing, there is often a lag between a decline in 
wholesale prices for natural gas and changes in retail prices. While wholesale gas prices in Pennsylvania 
have been among the lowest in the U.S., citygate and retail prices have been 8 to 12 percent higher than 
the national average in Pennsylvania. 
 
The observed pricing trends are in part a reflection of an imbalance between supply and demand in the 
Marcellus producing area. Existing pipeline capacity is generally insufficient to move natural gas 
produced from the Pennsylvania Marcellus to other consumption regions during high-demand periods. 
The “stranded gas” that results depresses natural gas prices in Pennsylvania and increases prices in 
neighboring states. This has been most evident during the winter heating period, when wholesale 
natural gas prices in Maryland and Virginia rose to nearly forty times the level of prices in Pennsylvania. 
A number of pipeline projects are currently underway to increase Pennsylvania’s export capacity, 
although it is not clear whether the existing slate of projects will be sufficient to balance export capacity 
with Pennsylvania supply during high-demand periods. 
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Figure 4.3. Natural gas prices at trading hubs in Pennsylvania. Source: US Energy Information Administration, 
Today in Energy, 15 October 2014. 
 
 

 
Figure 4.4. Sectoral energy consumption in Pennsylvania, 2013. Total energy consumption in the Commonwealth 
was 3.6 quadrillion BTU. Source: US Energy Information Administration. 
 
Total energy consumption over all sectors and for all uses in Pennsylvania declined by a small amount, 
less than 0.1 quadrillion BTU, since the 2011 PCIA update report. The distribution of total energy 
consumption among sectors has, however, exhibited some notable changes. As a share of total energy 
consumption, the industrial sector is the only one exhibiting an increase since the 2011 PCIA update. 
This has been driven by activity in the natural gas extraction sector and associated manufacturing. 
Transportation and the buildings sector (commercial and residential) have all seen declines in their share 
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of total energy consumption. Figure 4.4 shows a breakdown of total energy consumption in 
Pennsylvania by sector. The industrial and transportation sectors consumed the largest amount of total 
energy, although industrial energy use declined by the largest amount. 

4.3  Greenhouse-gas impacts of energy production and consumption in Pennsylvania 
 
The primary sources of energy-related greenhouse gas emissions in Pennsylvania continue to be 
associated with the electric power, transportation and industrial sectors. The burning of fossil fuels for 
space conditioning in homes or commercial buildings also contributes, but these effects are small by 
comparison, particularly since the majority of homes in Pennsylvania use natural gas for heating. 
Table 4.1 shows average and total carbon dioxide emissions from the burning of fossil fuels for various 
consumptive uses, including the generation of electricity. The increased use of natural gas for power 
generation in Pennsylvania, relative to coal and petroleum, has led to a decline in the greenhouse-gas 
footprint of Pennsylvania’s electric generation sector. It has likely also led to an increase in the 
greenhouse-gas footprint of Pennsylvania’s natural gas production sector, due to methane leakage 
across various portions of the production and delivery chain. While these leakages are difficult to 
quantify with precision, the Pennsylvania DEP has estimated 10 tons per year for the average drilling site 
in the Commonwealth in 2013 (PA DEP, 2015). Transportation-related emissions have also exhibited a 
decline since the 2011 PCIA update, in large part due to lower consumption figures for gasoline and 
diesel fuel reported by the U.S. Energy Information Administration. The figures for electricity generation 
are based on data specific to Pennsylvania, from the US Energy Information Administration and the 
Emissions and Generation Resource Integrated Database (eGRID) available through the US 
Environmental Protection Agency.5 The figures for home heating from fuel oil or natural gas are taken 
from Blumsack et al. (2009).  
 
The electric generation sector continues to be the largest source of greenhouse gas emissions in the 
Pennsylvania economy. As Table 4.1 demonstrates, Pennsylvania’s coal plants emit on average more 
than one ton of CO2 per megawatt-hour generated, while natural gas emits half as much CO2. The 
burning of refined petroleum for electricity is more carbon-intensive than burning coal, but oil-fired 
generation accounts for only a small portion of the Commonwealth’s electric-sector emissions. 
   
  

                                                           

5 http://www.epa.gov/cleanenergy/energy-resources/egrid/index.html. 



99 

Table 4.1. Average and annual CO2 emissions from energy use in Pennsylvania. Annual figures are based 
on 2013 from the U.S. Energy Information Administration data, with the exception of home heating data 
which are based on Blumsack (2009). 
*Electric Generation includes consumption for residential heating and cooling. 
**Natural Gas includes cooking fuel. 
 

 
 
 
The electric-sector emissions figures in Table 4.1 are limited to greenhouse-gas emissions from the 
actual production of electric power (i.e., the use phase of the power generation life cycle). Previous 
work on greenhouse-gas emissions from Pennsylvania’s power generation sector (Blumsack, et al., 
2010), reprinted here as Figure 4.5, suggests that from a life-cycle perspective, more than 80% of 
greenhouse-gas emissions from Pennsylvania electricity production can be attributed to coal 
combustion. More broadly, any assessment of the greenhouse-gas implications of energy utilization in 
Pennsylvania is driven largely by the combustion of fossil fuels. Changes in upstream practices (resource 
extraction, processing and transport) may be environmentally beneficial but are likely to do relatively 
little to reduce energy-related greenhouse gas emissions (Jaramillo et al., 2007). One change in 
upstream regulations that is worth noting, however, are the so-called closed-loop or “green 
completions” rules promulgated by EPA, slated to fully take effect at the beginning of 2015. These 
regulations are designed to limit emissions of methane and VOCs from oil and gas drilling sites, 
particularly those that produce hydrocarbons via hydraulic fracturing. The phased approach taken by 
EPA has required that methane emissions from the wellhead be flared rather than vented until 2015, 
when operators will need to have equipment in place to capture methane for re-use or re-sale (EPA, 
2012). At the time of this writing, it is still too early to assess the impact of these regulations on 
methane emissions from natural gas operations in the Commonwealth. 
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Figure 4.5. Contribution of different life-cycle phases of fossil fuels to the overall greenhouse-gas impact of 
Pennsylvania’s electricity sector (Blumsack et al., 2010). 
 
Pennsylvania’s role as the nation’s largest exporter of electricity to other states suggests that some 
portion of greenhouse-gas emissions produced by the power sector in Pennsylvania effectively serve 
electricity consumers in other states. Emissions “leakage” across state borders has been an important 
governance issues in regional emissions compacts, particularly involving border states that lie outside 
the emissions management region. Pennsylvania, for example, adjoins several states that participate in 
the northeastern Regional Greenhouse Gas Initiative (RGGI) but is not itself bound by RGGI’s 
greenhouse-gas reduction targets. Updated analysis of CO2 emissions leakage from the Pennsylvania 
electricity sector is presented in Figure 4.6, using 2013 production data for Pennsylvania power plants 
and analysis of constraints in the PJM regional transmission grid from Blumsack, et al. (2010). This 
updated analysis suggests that while the magnitude of greenhouse-gas leakage from Pennsylvania’s 
electricity sector to other states has declined, 25 to 40% of total greenhouse-gas emissions from 
Pennsylvania power plants are produced to satisfy electric demands in Maryland (and the Washington 
DC metropolitan area) and New Jersey. Weber et al., (2010) have also noted that the measured 
carbon-intensiveness of an electric power system (and thus mitigation or adaptation policy 
recommendations) is highly sensitive to the choice of system boundary (state, regional, or broader) and 
the correct choice for analysis is not clear. 
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Figure 4.6. Estimated carbon dioxide exports from Pennsylvania, based on 2013 generation data and the analysis 
framework in Blumsack (2010). The figure is suggestive of how fossil-fired generation in Pennsylvania is utilized to 
satisfy electric demands in other states.  
 

4.4  Climate change is likely to increase overall energy demand in Pennsylvania 
 
Analysis of Pennsylvania’s climate futures presented earlier in this report (Figure 2.23) suggests average 
temperature increases ranging from roughly 2 to 5 degrees Celsius by mid-century. Modeled 
temperature increases are generally smaller during the spring months of March, April and May. The 
models do not predict that mean temperatures will decline in any month in Pennsylvania by 
mid-century. 
 
The impacts of higher temperatures on Pennsylvania’s energy sector are likely to be most pronounced in 
the demand for electric power. Electricity is a commodity whose demand is driven largely by overall 
economic conditions and by weather conditions. Higher temperatures suggest an increase in 
air-conditioning demand and a decline in heating demand. Roughly 30% of Pennsylvania households 
currently use electricity for home heating, while there are few technological substitutes for electricity to 
supply cooling services (consumers could choose different cooling technologies, such as ceiling fans 
versus air conditioners, but all run on electric energy). The increase in electricity demand for cooling can 
thus be expected to be larger in magnitude than the decline in electricity demand for heating. 
 
The impacts of climate change in Pennsylvania on transportation and energy production are less certain. 
The overall demand for transportation is likely to be affected more by overall economic conditions 
(employment levels, disposable income) than by climate change per se. Mills and Andrey (2002) outline 
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aspects of climate change that are most likely to affect transportation systems. Some of these aspects 
would impact Pennsylvania’s transportation infrastructure positively and negatively. Extreme weather 
events can have negative impacts on air travel (as was observed during the “polar vortex” of 2013/14, 
which resulted in the cancellation of thousands of flights from the Philadelphia International Airport) 
and on shipping, though the economic consequences for Pennsylvania specifically have not been 
estimated. On the other hand, reductions in freeze-thaw cycles that may accompany a warming climate 
in Pennsylvania would suggest lower costs to maintain the Commonwealth’s highways, bridges and 
transportation infrastructure. Again, the economic benefits of these reduced costs have not been 
quantified. 
 
How climate change might impact production and harvesting of primary energy resources in 
Pennsylvania (which includes wind and solar harvesting as well as fossil fuels) is also uncertain. 
Relatively little research has been done on how climate change might impact the renewable energy 
industry, aside from the large body of work discussing renewable power generation resources as climate 
mitigation pathways. None of this research has focused on Pennsylvania specifically. Pryor and 
Barthelmie (2010) provide an assessment of how climate change might affect wind energy production, 
though their examples are focused on the European context. Overall, however, they suggest that 
impacts on overall wind resources are likely to be small, though the magnitude (higher or lower 
frequencies of wind speeds sufficient for power generation) are uncertain. Changes in wind resources 
may also be seasonal in nature (Sailor, Smith and Hart 2008). Specific to Pennsylvania’s wind industry, 
warmer temperatures could be expected to reduce the frequency of icing events, which would benefit 
the wind industry through higher levels of turbine availability during winter months. 
 
Modern oil and gas drilling rigs are designed to withstand extreme temperatures, well beyond heat 
extremes that climate assessments predict for Pennsylvania. Extreme cold conditions, such as those 
during the polar vortex of 2013/14, have been known to cause natural gas wells to freeze up and to 
cause disruptions in pipeline transportation of natural gas (PJM, 2014). Pennsylvania climate 
assessments for the mid-century period would suggest that these extreme cold-weather events would 
become less frequent. In this sense, climate change would not pose a threat to (and may contribute to 
the improvement of) reliability of energy production and delivery systems during cold-weather periods. 
Extreme weather events during warmer seasons may have very different impacts. Section 4.4 will 
address reliability issues in more detail. 
 
To address the implications of warming assessments for electricity demand in Pennsylvania, we have 
updated analysis originally performed for the 2009 PICA. We use hourly electricity demand for 
Pennsylvania from the PJM Interconnection, LLC for the period 2010 to the present to estimate a simple 
econometric model relating electricity demand to temperature. 6 Using 2013 demand as a base case 
combined with the warming assessments presented earlier in this report, we estimate changes in 
seasonal and annual electricity demand. 
 
The econometric model that we estimate is: 

                                                           

6 The geographic scope of PJM has grown since its inception as an Independent System Operator in 1998. 
Originally, portions of Pennsylvania lay outside the geographic footprint of PJM. We choose the period since 
2010 to estimate our econometric model since nearly all of Pennsylvania was part of PJM by this time (and no 
part of Pennsylvania has since left PJM).  
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Electricityt = b0 + b1×HDDt + b2×CDDt + et, 
 
where Electricity represents hourly electricity demand in Pennsylvania, HDD measures heating degree 
days for a given hour (defined as the magnitude by which temperature during a given hour is below 65 
degrees Fahrenheit) and CDD measures cooling degree days for a given hour (defined as the magnitude 
by which temperature during a given hour is higher than 70 degrees Fahrenheit), and et  is the error 
term of the econometric equation. Heating and cooling degree days were calculated using an average 
temperature from weather stations at the Philadelphia and Pittsburgh International Airports.  
 
Figure 4.7 shows our estimates relating electricity demand in Pennsylvania to the warming assessments 
for the Commonwealth outlined in Section 2. This modeling exercise does not incorporate load growth 
due to population growth, but focuses only on that element of electricity demand influenced by the 
weather. The model also does not account for policies that will increase the market penetration of 
renewable generation, distributed generation, or peak load reduction such as Pennsylvania’s Alternative 
Energy Portfolio Standard (AEPS) or Act 129 beyond that which has actually been realized. For each 
season, we use the mean, 25th percentile, 75th percentile, minimum and maximum projected 
temperature changes, and we apply that temperature difference to hourly average temperatures for 
Pennsylvania for 2013. Changes in temperature (translated into changes into heating degree days and 
cooling degree days) were mapped into changes in overall electricity demand using the regression 
model described above. Each line in Figure 4.7 shows the percentage change in the distribution of 
hourly electricity demand throughout a year, relative to a “base case” of electricity demand in PJM in 
2013. The figure suggests summer peaks in the PJM territory will become significantly more 
pronounced, and that increased cooling demand will more than offset decreases in electric heating 
demand. Changes in the total amount of electricity demanded during the course of a year, relative to 
the 2013 base case, are shown in Figure 4.8. 
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Figure 4.8. Increase in annual electricity demand in Pennsylvania for a range of warming projections. 
 

Figure 4.7. Hourly percentage differences between Pennsylvania electricity demand for a range of warming 
projections, relative to a “base case” demand scenario based on 2013 data. Negative numbers indicate 
reductions in electric heating demand. 
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Electricity is generally the only energy source used for cooling, particularly at the residential level, 
though there are a variety of electricity-dependent technologies available, aside from electric 
compressors. The use of ice or deep-water thermal for cooling commercial spaces is beginning to gain in 
popularity, but even these systems depend on electricity to some degree (electricity is required to make 
the ice, for example). A variety of different fuels are used for space heating, the most common of which 
in Pennsylvania are natural gas, fuel oil and electricity.   
 
Space conditioning represents perhaps the most direct impact of climate change on energy use in 
Pennsylvania. The climate scenarios that make up the focus of this report all point towards an increase 
in the demand for cooling in the summer and a decline in the demand for heating in the winter; this is 
consistent with other impact assessments for Pennsylvania (Union of Concerned Scientists 2008, Shorr 
et al., 2009). We examine the net impact of climate change scenarios on the demand for heating and 
cooling using the model of space-conditioning demand for a Pennsylvania residence described in 
Blumsack, et al. (2009). We focus attention on this model due to its direct applicability to Pennsylvania’s 
climate.  Figures 4.9 and 4.10 show the decline in heating demand and the increase in cooling demand 
for each of the six climate scenarios. 
 

 
Figure 4.9. Proportional decline in household heating demand under six climate change scenarios, relative to a 
base case using 2007 temperatures. Only the top 6,200 hours are shown. 
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Figure 4.10. Proportional increase in household heating demand under six climate change scenarios, relative to a 
base case using 2013 temperatures. Only the top 2,500 hours are shown in the figure. 
 
Most economic research has focused on regulating greenhouse-gas emissions through price-based or 
market mechanisms, such as taxes on greenhouse gases or establishing a system of tradable permits for 
greenhouse-gas emissions. To date, Pennsylvania has not adopted these types of policies, though it acts 
as an “observing state” in the Regional Greenhouse Gas Initiative for trading of carbon dioxide credits in 
the northeastern US. Pennsylvania has adopted different types of policies that are relevant to the 
reduction of greenhouse gas emissions. 

4.5  Climate Change and the Reliability of Energy Delivery 
 
Changes in average and extreme weather events associated with climate change can affect the reliability 
of energy delivery systems in two ways. First, extreme weather events such as hurricanes or ice storms 
can damage infrastructure. Recent examples affecting Pennsylvania over the past two years include 
superstorm Sandy in 2012 and the polar vortex winter weather event of 2013/14. The former of these 
extreme events damaged electricity delivery infrastructure, while the latter affected the ability of the 
natural gas pipeline system to respond to simultaneously high demands for heating of buildings and 
running of gas-fired power plants. Whether such extreme weather events (and what types) will become 
more common with a changing climate over multi-decadal time frames is uncertain.  
 
Second, increased cooling demand places higher demands on energy delivery infrastructure at times 
when these systems are already likely to be stressed. This stress alone may lead to equipment or 
component failures, particularly in electricity delivery systems. Electrical blackouts are a persistent 
problem, despite more than a decade of attention following the August 2003 northeastern blackout. 
There is no strong evidence that the frequency of large blackouts is decreasing (Hines, Talukdar and Apt, 
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2008), and the frequency of smaller blackouts may actually be increasing, for reasons that are not clear 
(Eto, et al, 2012). 
 
Small backup power generators have long been in use to allow electricity customers to continue to 
receive services when the power goes out. An increasingly economical alternative is “distributed 
generation,” which refers to small-scale power plants located at or near the end-use customer. 
Distributed generators can either serve a single customer or group of customers in an islanded 
operational mode, or they could be interconnected with one another or existing electric grids to operate 
in a “micro-grid” mode. 
 
Large, highly interconnected power grids such as those in North America allow utilities and customers to 
take advantage of economies of scale and inter-regional trade. This has both operational and economic 
advantages and can actually improve overall system reliability by providing more redundancy in the face 
of small-scale equipment failures. It does, however, leave all users on the system more vulnerable to 
large-scale blackouts. The distributed generation and micro-grid models may be economically 
advantageous to some type of users by allowing customers to avoid large peak-time demand charges for 
electricity provided by the grid (King and Morgan 2007; Siler-Evans, Morgan, and Azevedo 2012). A more 
distributed (rather than interconnected system) can be a more advantageous architecture when the risk 
of large-scale contingencies due to attacks or natural disasters becomes high (Zerriffi, Dowlatabadi and 
Farrell, 2007). 
 
The potential for distributed generation to provided needed electrical services in the face of natural 
disasters is clear, conditional upon fuel delivery infrastructures being operational in the aftermath of 
extreme weather events. Renewable generators such as small-scale wind turbines and solar panels are 
not dependent on infrastructure, so their performance will depend on resource availability. Gas-fired 
micro-turbines or combined heat and power (CHP) plants can continue to operate if natural gas 
pipelines are not interrupted for sustained periods of time. Because gas is effectively stored in pipelines 
at high pressures, the pipeline network can continue to deliver energy for a period of time after, say, a 
compressor station is rendered inoperable. It is worth noting, however, that the ability of customers to 
draw down linepack storage will depend on the type and location of the customer in question. Outages 
on the gas pipeline system do not, generally, affect all customers equally. In particular, there is some 
evidence that the polar vortex of 2013/14 impacted the ability of the natural gas system to deliver fuel 
reliably (PJM, 2014). 
 
In the face of climate-induced warming, distributed generation has two sources of value in helping to 
maintain electrical grid reliability. The first is that if blackouts do occur, distributed generation can 
substitute directly for grid-provided power. These benefits accrue largely to the owners and operators of 
distributed generation units, and will depend largely on the frequency of blackouts and the value that 
owners place on being able to continue to consume electricity. The second source of value is in helping 
to prevent blackouts from occurring in the first place. The experience of electric system operators with 
peak-time load curtailment programs has shown that reducing demand on the grid during lowers the 
risk of blackouts. Distributed generation could work in much the same way (indeed, many customers 
engaged in load-curtailment or electricity demand response programs shift from the grid to private 
generators when the curtailment call comes from the grid operator). This benefit accrues to all 
customers taking power from the grid and thus has some properties of a public good. Walawalkar, et al. 
(2008) have shown how these types of load curtailment programs can increase the efficiency of 
electric-grid operations, even when participants are given subsidies to take demand off the grid. 
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Using a framework developed by Govindarajan, et al. (2014), we provide some relatively simple 
estimates of the public-good value of distributed generation in preventing blackouts associated with 
rising temperatures (not extreme events, which are more difficult to model). The framework involves 
two steps. First, the likelihood of a blackout is modeled statistically as a function of electricity demand 
and temporal variables (like season of the year or time of day). Second, the duration of a blackout 
(conditional on one occurring) is modeled statistically as a function of these same types of variables 
– electricity demand, season and time of day that the blackout was instigated.7  
 
We implemented the Govindarajan, et al. framework to focus on the likelihood of blackouts affecting 
Pennsylvania specifically, and to estimate the economic value of reducing blackout risk through 
increased use of distributed generation. We note that our analysis would also be relevant for increased 
energy conservation or peak-time electric load curtailment, since in our statistical approach the use of 
distributed generation is equivalent to simply removing demand from the grid. To estimate the 
economic value of blackout risk reduction, we use a method introduced by Sullivan (2010), which 
models blackout costs as a function of blackout size (number of customers or megawatts of demand 
interrupted) and duration. 
 
Because our statistical model is effectively based on past blackouts, it may be difficult to project the 
results of these models onto scenarios involving very large-scale adoption of distributed generation. 
We thus illustrate our results using a smaller-scale distributed generation scenario of up to 1,000 MW, 
which would represent at most a few percentage points of electrical demand in Pennsylvania. 
 
Figure 4.11 illustrates summer blackout risk reduction associated with two operational strategies for a 
building-integrated combined heat and power plant that operates in a manner to reduce peak-time 
electrical loads in the building (Following Electrical Load, or FEL) or in a manner to provide as much of 
the building’s thermal energy as possible (Following Thermal Load, or FTL). In the literature on combined 
heat and power operations, the FTL mode is generally considered to be more economically 
advantageous, but does not offer the same magnitude of reliability benefits as the FEL operational 
mode.  
 

                                                           

7 Large blackouts are required to be reported to the Department of Energy and the North American Electric 
Reliability Corporation (NERC), from whence the blackout data is drawn to conduct the econometric 
modeling. Electricity demand data is taken from the relevant system operator, in this case PJM. 
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Figure 4.10. Incremental summer blackout risk reduction in Pennsylvania associated with increasing deployment of 
distributed generation (in this case combined heat and power). 
 
Figure 4.11 illustrates the monetized reliability benefit accruing to the distributed generation unit 
owner, again based on two different operational strategies. Two types of benefits are considered in the 
figure. The first is the economic benefit associated with reductions in peak-time energy purchases from 
the power grid. The second is the monetized benefit of avoiding service interruptions during power 
outages. As with Figure 4.10, we examine combined heat and power units specifically, so Figure 4.11 
shows benefit curves for the FEL and FTL modes of operation. While the blackout risk reduction shown 
in Figure 4.10 appears to be small in probability terms, blackouts are costly events. Even small 
reductions in blackout probability during the summer months can translate into several million dollars’ 
worth of avoided economic costs. Also notable is that the benefits associated with energy savings are 
larger than those associated with avoided power outage costs. This is driven by the relative infrequency 
of large power outages in Pennsylvania. 
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Figure 4.11. Monetized owner benefits of distributed generation units in Pennsylvania. The left-hand axis shows 
the benefits to distributed generation owners in terms of avoided costs of power outages. The right-hand axis 
shows the benefits to distributed generation owners in terms of avoided peak-time energy purchases. 
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Figure 4.12 illustrates the monetized blackout risk reduction associated with distributed generation adoption to 
Pennsylvania electricity customers as a whole. These social benefits are roughly one order of magnitude larger 
than the private benefits to distributed generation owners, even when the combined heat and power units in 
question are operated in FTL mode (which does not lower blackout risk as much as FEL mode might). 

4.6  Uncertainties and Opportunities for Pennsylvania’s Energy Sector 
 
Separating mitigation from adaptation in the energy sector is inherently difficult, as many strategies 
aimed at allowing individuals to adapt to climate change (such as increased use of air-conditioning) may 
be coupled with shifts in energy systems or the use of higher-efficiency technologies that also provide 
mitigation services. The impacts of climate change on the energy sector, or impacts of energy-sector 
shifts on mitigation efforts, are highly uncertain in some areas. This section identifies and briefly 
discusses specific areas where significant further research is needed and highlights some specific 
opportunities for the Commonwealth to adapt its energy systems in response to climate change. 

4.6.1  Uncertainties and Informational Needs Related to the Transportation Sector 
Pennsylvania currently has an energy sector dominated by the use of fossil fuels; even a relatively 
aggressive alternative energy policy is unlikely to change this characteristic of energy utilization in the 
Commonwealth. The largest potential shifts are those already occurring - the substitution of natural gas 
in place of other energy commodities, particularly coal and petroleum for power plants. Natural gas 
does have some potential to replace petroleum for transportation as well, though the infrastructure 
adjustments for such a transition would need to be undertaken in coordination with the private 
transportation sector and with awareness of the costs and benefits. The use of natural gas as a 
transportation fuel can reduce greenhouse-gas emissions from the transportation sector and provide 
more local health benefits through reduction in other pollutants, such as particulate emissions from 
heavy-duty diesel vehicles (buses and trucks). Retrofitting Pennsylvania’s transportation energy 
infrastructure to utilize natural gas on a wide scale (i.e., for light-duty and heavy-duty fleets) would 
involve substantial costs and would likely need large public investments. As Jiang et al. (2011) reports, 
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natural gas transportation may be most socially beneficial if limited to fleets of buses and some trucks, 
although the greenhouse-gas reduction impacts would not be that large. 
 
Natural gas vehicles are not the only option to reduce greenhouse-gas emissions from the 
transportation sector. Electrified transportation can, with appropriate changes in the power generation 
fleet, reduce greenhouse-gas emissions. Falling prices for fuels used in electric power plants are 
improving the economic case for electric vehicles. The situation with electric vehicles is largely the same 
as when the 2011 PCIA update came out. Consumers have some options to choose electric vehicle 
transportation, but other than in some fleet circumstances adoption rates have been very low. A 
combination of declines in vehicle prices, improvements in battery energy storage technology and a 
system to manage vehicle charging acceptable to both drivers and electric utilities are all needed before 
wide-scale electrification of the light-duty vehicle fleet would be a feasible option. 
 
More fundamentally, the costs (and possible benefits) of climate change to Pennsylvania’s 
transportation infrastructure have not been systematically investigated and are thus highly uncertain. 
Pennsylvania acts as a major hub for both shipping (by truck) and air travel. Both could be negatively 
affected if extreme weather events become more common with climate change. On the other hand, a 
warmer climate in Pennsylvania would have some positive impacts on the cost of maintaining 
transportation infrastructure in the Commonwealth. Formulating a coherent transportation policy 
related to climate change will be difficult without such analysis in hand. 

4.6.2  Uncertainties related to coupled energy and water systems 
Electric power generation continues to represent the largest use of surface water in Pennsylvania, 
primarily in steam turbines for cooling. While not all of this water use is consumptive, Pennsylvania’s 
electricity infrastructure is dependent on reliable water supplies, particularly along the Commonwealth’s 
major rivers.  
 
The climate assessments presented in Section 2 do not suggest that Pennsylvania faces high risk of 
drought because of climate change. The opposite conclusion may indeed be drawn, that Pennsylvania 
will, on average, become wetter. Modeled drought conditions are most likely in the fall, a season when 
electricity demand in Pennsylvania is generally low. While climate change does not have the same 
drought implications for Pennsylvania as for southwestern areas, the models do suggest a higher 
drought probability for the month of September, relative to other times of the year. Particularly as 
Pennsylvania becomes warmer, electricity demand in September could become more similar to the 
levels that have historically been observed in the warmer months of July and August.  
 
Whether streamflow-induced plant curtailments could occur at Pennsylvania’s major generating 
facilities during these late-summer periods, and how often, represents a strong need for further 
research.  Water-related curtailments are generally not considered in power system planning in the 
Mid-Atlantic region; this was the case when the 2011 PCIA update was completed as well. It continues 
to be unclear how or whether incorporating hydrologic constraints (or climate-induced uncertainty in 
the hydrologic cycle) would lead to different system planning decisions than those currently made. 

4.7  Conclusions 
 
Broadly, the likely impacts of climate change on energy production and utilization in Pennsylvania have 
not changed significantly from the 2011 PCIA. Warming in Pennsylvania is likely to increase the demand 
for electricity for cooling in the summertime, and can be expected to decrease demand for heating fuels 
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(in Pennsylvania, the primary fuels used for heating are natural gas, fuel oil and electricity). The increase 
in cooling demand is likely to outweigh the decline in heating demand, implying that electricity 
consumption is likely to increase as a result of climate change. Perhaps more notably, peak-time 
electricity demand is likely to increase. Particularly in light of a recent ruling that states, not the federal 
government through the Federal Energy Regulatory Commission, should determine appropriate electric 
rate structures for demand reduction, Pennsylvania has a good opportunity, with historically low natural 
gas prices and abundant supplies, to consider comprehensive policies to encourage efficient 
building-integrated sources of backup power.  
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5  Forest Resources 

5.1  Introduction 
 
The eastern hardwood forests of North America are resilient ecosystems. Pennsylvania’s forests have 
endured massive disturbances over the past two centuries, including their near-complete harvest during 
the late 19th and early 20th centuries (Whitney, 1990; Brose, Shuler, Van Lear & Berst, 2001). During this 
period millions of acres also burned as sparks and hot cinders from the coal-fired locomotives passing 
through cut-over areas ignited the slash left from the harvest. Exotic pests and diseases, including the 
chestnut blight, the gypsy moth, Dutch elm disease, the hemlock woolly adelgid, beech bark disease, 
and now the emerald ash borer, have or will soon also dramatically change Pennsylvania’s forests 
(Liebhold, MacDonald, Bergdahl & Mastro, 1995; Gottschalk, 2007). In addition, non-native plants, 
including trees such as ailanthus and Norway maple, shrubs such as bush honeysuckle, multiflora rose, 
Japanese knotweed, and privet, and herbaceous plants like Japanese stiltgrass and mile-a-minute weed, 
are invading the state’s forests (Webster, Jenkins & Jose 2006; Pennsylvania Department of 
Conservation and Natural Resources (DCNR), 2014). Overabundant deer populations have impaired the 
regeneration of tree species that they prefer to browse (Pedersen & Wallis, 2004; Latham et al., 2005; 
McShea, 2012) and accelerated the spread of invasive species (Knight et al., 2009). Unsustainable 
harvest practices such as high-grading and diameter-limit cutting have also taken their toll (Nyland, 
1992). Finally, the soil chemistry of the state’s forest soils is being altered by atmospheric deposition 
(Horsley, Long, Bailey, Hallett, & Hall, 2000, 2008; Driscoll et al. 2001; Fenn et al. 2006). In spite of these 
assaults, Pennsylvania’s forests remain remarkably diverse and productive today. 
 
Climate change represents one additional stressor on Pennsylvania’s forests. Climate change is already 
radically affecting some forests around the world and, to a lesser degree, the forests of Pennsylvania. 
Climate change will likely continue to affect them in increasingly dramatic ways in the future. This 
chapter assesses the current state of our understanding of how Pennsylvania’s forests are likely to be 

http://www.ucsusa.org/global_warming/science_and_impacts/impacts/climate-change-pa.html#.VVEHUJNxpdc
http://www.ucsusa.org/global_warming/science_and_impacts/impacts/climate-change-pa.html#.VVEHUJNxpdc
http://www.epa.gov/airquality/oilandgas/pdfs/20120417summarywellsites.pdf
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affected by climate change. It builds on similar chapters from two previous reports (McDill 2009, 2013) 
and focuses on new research that has been done since those reports or research that they did not cover. 
The most important results from those reports are sometimes repeated in less detail in order to keep 
this chapter somewhat self-contained. None of the new research reviewed here substantially changes 
the key findings of the previous reports.  
 
Key previous findings are: 

1. Suitable habitat for plant and wildlife species is expected to shift to higher latitudes and 
elevations. This will reduce the amount of suitable habitat in Pennsylvania for species 
that are at the southern extent of their range in Pennsylvania or that are found primarily 
at high latitudes; the amount of habitat in the state that is suitable for species that are at 
the northern extent of their range in Pennsylvania will increase.  

2. The warming climate will cause species inhabiting decreasingly suitable habitat to 
become stressed. Tree mortality rates are expected to increase and regeneration success 
is expected to decline for these species, resulting in declining importance of those 
species in the state. 

3. Longer growing seasons, warmer temperatures, higher rainfall, nitrogen deposition, and 
increased atmospheric CO2 may increase overall forest growth rates in the state, but the 
increased growth rates for some species may be offset by increased mortality for others 
(see conclusion 2 above). 

4. The state’s forest products industry will need to adjust to a changing forest resource. The 
industry could benefit from planting faster-growing species and from salvaging dying 
stands of trees. Substantial investments in artificial regeneration may be needed if large 
areas of forests begin to die back due to climate-related stress. 

5. As with plants, some wildlife species will benefit from climate change and others will be 
negatively affected. A significant concern for wildlife is mis-timing of key events, such as 
broods hatching later or earlier than times of peak food supply. 

6. Forests can contribute to the mitigation of climate change by sequestering carbon. It 
would be difficult to substantially increase the growth rates of Pennsylvania hardwoods, 
so the best opportunities most likely lie in preventing forest loss. 

7. Forests can also be a significant source of biomass to replace fossil fuels. 
 
With regard to point 2 above, it should be noted that current forest inventory data do not show 
significant increases in tree mortality due to climate change. It is, nevertheless, still considered likely 
that such mortality will be observed in the future as the climate continues to change and climate 
envelopes shift further northward. 

5.2 Projected climate change impacts 
 
Climate change is expected to affect Pennsylvania’s forests in a number of ways. The most dramatic 
effects are likely to be due to northward shifts in the regions of suitable habitat (habitat envelopes) for 
various tree species. Trees that were within their habitat envelope when they were established, 
especially those that are established at the southern extent of that envelop, may no longer be within 
that envelope decades later when they are mature. This will likely increase the stress on these 
individuals, potentially leading to directly to higher mortality rates or making them more susceptible to 
mortality from other causes, including, among other things, diseases, pests, and air pollution. On the 
other hand, climate change could lead to higher growth rates for some trees, through longer growing 
seasons, warmer temperatures, higher rainfall, greater nitrogen deposition, and a phenomenon termed 
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“CO2 fertilization.” A warming and wetter climate will also increase the metabolic rates of insect pests 
and allow them to spread further north. 
 
While there is broad scientific consensus about the general nature of the projected effects of climate 
change on eastern North American forests, there is nevertheless considerable uncertainty (Lindner et al. 
2014) beginning with uncertainty about future emissions scenarios, which science cannot predict. In 
addition, the predictions of global circulation models (GCMs) vary among models and among runs of 
individual models. The process of downscaling output from GCMs using Regional Climate Models (RCMs) 
introduces additional uncertainty. Finally, forest sector models contribute even more uncertainty 
(Lindner et al. 2014). This combination of modeling efforts does, however, represent the scientific 
community’s best current understanding of how climate change is likely to affect our forest resources in 
the coming century. Furthermore, a number of effects have already been observed, and these observed 
effects are generally consistent with the predictions of the models. This combination of modeling 
projections and empirical validation provides some confidence in our general understanding of potential 
climate impacts. However, complex systems such as the earth’s climate and forested ecosystems do not 
always follow linear trends. It is possible – even likely – that thresholds exist that, when crossed, can 
lead to rapid and unexpected changes (Anderson, Carstensen, Hernández-García & Duarte 2009; Fagre 
et al. 2009). 
 

5.2.1 Tree species distributions 
In general, the habitat envelopes for tree species are expected to move northward in the northern 
hemisphere and southward in the southern hemisphere, and to higher elevations globally (McKenney 
Pedlar, Lawrence, Campbell & Hutchinson, 2007; Iverson, Prasad and Matthews, 2008a; Mohan et al., 
2009; McKenney, Pedlar, Rood & Price, 2011). The specific nature of these shifts will likely vary from one 
species to another (Higgins & Harte, 2006; Pucko, Beckage, Perkins & Keeton, 2011). Iverson et al. 
(2008a) and Iverson, Prasad, Matthews and Peters (2008b) used the Forest Service’s extensive Forest 
Inventory and Analysis (FIA) database to develop models that project shifts in the suitable habitat for 
134 tree species in eastern North America under different climate change scenarios. McDill (2009) 
summarized their work and classified 35 of the tree species into six categories based on their projected 
response to the changing climate of the state: 1) species most at risk of being extirpated from the state, 
2) species most likely to decline substantially in importance in the state, 3) species most likely to decline 
moderately in importance in the state, 4) species that are projected to either increase or decrease 
marginally, 5) species that are currently relatively common in the state and are most likely to increase in 
importance in the state, 6) species that are currently not common in the state and are most likely to 
increase in importance in the state (Table 5.1). 
 
The results in Table 5.1 are still the most current projections of tree species habitat suitability for 
Pennsylvania, and they are generally consistent with the silvics of the various species. Species that are at 
the southern extent of their range in Pennsylvania tend to be the most vulnerable, and species that are 
at the northern extent of their range in Pennsylvania are expected to thrive under climate change and 
increase in importance within the state. Note that some species – such as flowering dogwood, American 
beech, American elm, eastern hemlock and white ash – are declining or have already declined 
dramatically, but this is due to invasive pests and diseases, and not directly attributable to climate 
change. It is noteworthy that the species that are currently increasing most rapidly in importance 
– sweet birch and red maple (McWilliams et al., 2007) – are both in the category that is projected to 
decline moderately as climate change progresses. Uncertainty in the projections shown in Table 5.1 
stem from many sources, including uncertainty about future emissions scenarios, from the GCMs used 
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to build the future climate scenarios, and from the models used to project how species habitat 
envelopes will shift in response to projected climate change. 
 
While there is considerable evidence from around the world that the suitable habitat envelopes of tree 
species are already shifting in response to climate change (c.f., Peñuelas & Boada, 2003; Jump, Hunt 
& Peñuelas, 2006; Lenoir et al., 2008; Bertin, 2008; Kelly & Goulden, 2008; Landhausser, Deshaies 
& Lieffers, 2010; Chen, Hill, Ohlemüller, Roy & Thomas, 2011; Delzon et al. 2013; Urli et al., 2014), 
evidence of such shifts in eastern North America is less abundant and more subtle. Examples from this 
region include Beckage et al. (2008) and Pucko, Beckage, Perkins & Keeton (2011), who observed an 
upslope shift in the northern hardwood–boreal forest ecotone in the Green Mountains of Vermont 
between 1962 and 2005, and Woodall et al. (2009), who observed that seedling densities of 
northeastern tree species were higher in the northern parts of their ranges than in the southern parts of 
their ranges, suggesting that tree migration in response to climate change is occurring through better 
regeneration success at the northern end of the species’ ranges. More recently, Potter & Woodall (2012) 
assessed 5-year patterns of change in the phylogenetic diversity of trees on 7,000 FIA plots in the 
eastern United States (US) and found shifts in biodiversity that are consistent with those expected under 
climate change. These include 1) greater change in seedling diversity than in tree diversity, 2) greater 
change in seedling diversity at higher latitudes and elevations, and 3) greater change in seedling 
diversity among species with higher dispersal capacity (Potter & Woodall 2012). 
 
An important question is whether natural migration of tree species will be able to keep up with shifts in 
their suitable habitat. If shifts in suitable habitat increase mortality along the southern boundaries of 
species’ ranges and if northern expansion fails to occur, then species ranges would contract. Zhu, 
Woodall, & Clark (2012) measured observed range shifts for 92 tree species in the eastern US and found 
that the ranges of 58.7% of the species were contracting. Only 20.7% of the species exhibited a 
northward range shift, and the ranges of 16.3% of the species appeared to be shifting southward. Thus, 
it does not appear that tree species are able to migrate effectively as their suitable habitat shifts, and 
that the primary response to shifting habitat envelopes is range contraction. Thus, active human 
intervention may be necessary to mitigate range contraction of most tree species. The study also 
suggests that the responses of tree species to climate change may be more complex than simply a 
northward shifting of their range. 
 
  



118 

Table 5.1. Classification of tree species in Pennsylvania by projected vulnerability to climate change 
(From McDill (2009) based on data from Iverson et al. (2008b)). 
Scientific Name Common Name Category 
Betula papyrifera paper birch Species most at risk of being extirpated from 

the state Populus tremuloides quaking aspen 
Populus grandidentata bigtooth aspen 
Betula alleghaniensis yellow birch 
Fagus grandifolia American beech Species most likely to decline substantially in 

importance in the state Prunus serotina black cherry 
Acer pensylvanicum striped maple 
Tsuga Canadensis eastern hemlock 
Acer rubrum red maple Species most likely to decline moderately in 

importance in the state Acer saccharum sugar maple 
Pinus strobus eastern white pine 
Betula lenta sweet birch 
Fraxinus Americana white ash 
Tilia Americana American basswood 
Quercus rubra northern red oak Species that are projected to either increase 

or decrease marginally Quercus prinus chestnut oak 
Liriodendron tulipifera yellow-poplar 
Sassafras albidum sassafras 
Carya glabra pignut hickory 
Nyssa sylvatica blackgum 
Juglans nigra black walnut 
Quercus alba white oak 
Ulmus Americana American elm 
Cornus florida flowering dogwood 
Carya tomentosa mockernut hickory Species that are currently relatively common 

in the state and are most likely to increase in 
importance in the state 

Quercus velutina black oak 
Acer saccharinum silver maple 
Juniperus virginiana eastern redcedar 
Pinus taeda loblolly pine Species that are currently not common in the 

state and are most likely to increase in 
importance in the state 

Pinus echinata shortleaf pine 
Diospyros virginiana common persimmon 
Morus rubra red mulberry 
Carya texana black hickory 
Quercus marilandica blackjack oak 
Ulmus alata winged elm 
Quercus stellate post oak 

 

5.2.2 Tree mortality 
Pennsylvania is projected to be warmer and wetter in the future under climate change (Chapter 2, this 
report). While the state is projected to be wetter, much of the additional rain is projected to fall in the 
winter, with smaller increases in the summer and fall. Warmer temperatures increase 
evapotranspiration rates, which could lead to drier soil moisture conditions in the summer and fall 
(Hayhoe et al., 2007). High temperatures combined with drought have been shown to cause high rates 
of tree mortality in other regions (Adams et al., 2009; van Mantegem et al., 2009; Allen et al., 2010; 
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Anderegg, Kane, & Anderegg, 2013). While these conditions could occur more frequently in 
Pennsylvania as a result of climate change, at present there is little evidence of increased tree mortality 
in eastern North America that can be attributed to climate change. In their analysis of causes of tree 
mortality in the eastern US, Dietze and Moorcroft (2011) found that air pollution and stand 
characteristics such as age and density are far more important factors driving tree mortality than 
climate. This could be because climate envelopes in Pennsylvania have not shifted substantially at 
present and because mature trees are less sensitive to climate extremes than younger trees and tree 
regeneration. Thus, climate impacts are more likely to be observed first in tree regeneration rates, 
rather than in mortality rates of mature trees. There has been some speculation in the literature (e.g., 
Hänninen 2006) that trees will experience greater frost damage, and hence mortality, as leaves tend to 
unfold earlier in the year when the risk of frost is still high. However, there is little empirical evidence to 
support this hypothesis, and the results of at least one recent modeling study (Morin & Chuine 2014) 
contradict the hypothesis. 
 
Weather extremes, including both high and low temperatures, have been increasing in recent decades 
(Rummukainen, 2012). Huntington et al. (2009) derived an index of potential hurricane destructiveness 
and found that it has been increasing over the past 30 years. Increasing storm severity could lead to 
increased tree mortality, but our understanding of the impact of climate on the frequency and severity 
of storms is highly uncertain at present (Rummukainen, 2012). 

5.2.3 Forest growth rates 
Climate change should increase average tree growth rates in Pennsylvania due to higher atmospheric 
CO2 concentrations, longer growing seasons, and increased precipitation. Nitrogen (N) deposition could 
also play a role in increasing growth rates. Free air CO2 enrichment (FACE) experiments have consistently 
shown substantial positive growth responses to CO2 concentrations in the atmosphere (Norby et al., 
2005). However, potential growth increases from increased atmospheric CO2 concentrations are often 
constrained by other factors, including soil fertility – particularly N limitations – and water availability 
(Finzi et al., 2006; Johnson, 2006; Norby et al., 2010), so the size of the increase in productivity is 
difficult to predict. The warming of the climate is also expected to increase plant growth (Gunderson et 
al., 2012), primarily because of the longer growing season. In the eastern US, where water availability 
and soil nutrients are less likely to constrain forest growth, and where N deposition is relatively high, 
climate change will most likely lead to increased average forest growth rates (Luo et al., 2008; Campbell 
et al. 2008). For example, in one study of upland oak forests in Tennessee, carbon storage rates were 
projected to increase by 20% by 2100 (Hanson et al., 2005). If warmer temperatures lead to drier soil 
moisture conditions, growth could be reduced, however. Growth increases could also be offset by 
increased mortality rates due to species that are no longer well adapted to the climate where they are 
located or due to increased insect and disease outbreaks. 

5.2.4 Plant diseases and insect pests  
Even without climate change, a variety of insect pests, including the elm spanworm, the emerald ash 
borer, the gypsy moth, the hemlock woolly adelgid, and the two-lined chestnut borer, have caused 
substantial mortality in Pennsylvania’s forests (Dukes et al., 2009). Rising temperatures increase insect 
metabolic and reproductive rates (Gillooly et al., 2002; Clark & Fraser, 2004; Robinet & Roques 2010), so 
climate change could make outbreaks of these pests more destructive and harder to control. 
Furthermore, insect ranges are often limited by minimum winter temperatures, so as the climate warms 
they, like other organisms, are able to migrate further northward and to higher elevations (Logan et al., 
2003; Robinet & Roques 2010). The northern limit of the hemlock woolly adelgid is currently believed to 
be determined by minimum winter temperatures, and it has been able to spread to the north and east 
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in recent years due to warmer winters (Dukes et al., 2009, Fitzpatrick et al., 2012). Southern pines are 
not currently common in Pennsylvania, but in the future they could become increasingly important in 
the state as the climate warms (Table 5.1). However, the warming climate may also allow the southern 
pine beetle, which can cause devastating mortality in southern pine stands, to spread into the state as 
well (Tran et al., 2007). 
 
As with insects, climate can influence the life histories and ranges of plant diseases. For example, the 
virulence of sudden oak death outbreaks has been increased by climate change (Sturrock et al. 2011), 
and Swiss needle cast outbreaks are enhanced by warm winters and wet springs (Stone et al. 2008). 
Both of these diseases are found in Pennsylvania, but mainly on urban trees. Pennsylvania’s forests are 
affected by a variety of tree pathogens, such as armillaria root rot, elm yellows, beech bark disease, 
chestnut blight, dogwood anthracnose, Dutch elm disease, and oak wilt, among others (Dukes et al., 
2009). Because of their diversity, general conclusions about how they will fare under climate change are 
not possible. It is, however, likely that some of these pathogens will benefit from climate change and 
others will not. Climate change can also increase the vulnerability of trees to pests and pathogens if they 
are stressed by drought or high temperatures (Sturrock et al. 2011; Vose, Peterson, & Patel-Weynand, 
2012). 

5.2.5 Wildlife 
In general, as with plants, wildlife species’ ranges have been observed to be and are projected to 
continue to move northward and to higher elevations (Parmesan & Yohe 2003). Species at the southern 
extent of their range in Pennsylvania, such as the marten (Martes americana) (Carroll, 2007) and Canada 
lynx (Lynx canadensis) will likely decline. The Canada lynx, which is already rare in Pennsylvania, will 
likely be extirpated from the state (Hone, et al., 2011; Yan et al., 2013). Bobcats (Lynx rufus), on the 
other hand, will likely expand their ranges to the north. Range shifts in animals are driven by both direct 
effects – shifts in the region where climatic factors are optimal – and indirect effects, such as shifts in 
the range of the plant communities that provide key habitat conditions or shifts in the range of key prey 
species (Matthews et al., 2011). Since it is not likely that all of these factors will shift equally, it is also 
likely that species will have to adapt to changing conditions. Matthews et al. (2011) developed statistical 
models to project the climate suitability for 39 tree species under a range of climate scenarios and then 
used a combination of climate projections and tree range projections to project the regions of habitat 
suitability for 147 bird species. Results varied with different climate models and emissions scenarios, but 
they projected declining ranges for 61-79 bird species and increasing ranges for 38-52 species.  
 
In addition to range shifts, the timing of key life-cycle events is changing for both plants and animals. 
Birds are one of the most-studied wildlife taxa, and migratory birds are arriving and breeding earlier in 
the spring (Marra et al., 2005; Vitale & Schlesinger, 2011) and migrating later in autumn (Schummer et 
al., 2010; Notaro et al., 2014). Studies in Europe of tits (Paridae) and flycatchers (Muscicapidae) have 
found (Visser et al., 1998; Both 2010) found that earlier breeding resulted in lower breeding success 
because it resulted in mis-timing of brooding with peak prey abundance. However, in a study of the 
North American Black-Throated Blue Warbler, Townsend et al. (2013) found that early breeding 
increased the incidence of double-brooding and led to higher overall fecundity. 
 
Changing climatic conditions outside of Pennsylvania can also impact the demographics of migratory 
bird species. For example, changes in tropical overwintering areas (Central and South America, the 
Caribbean) can influence the populations of neotropical migrants that breed in Pennsylvania. Wilson et 
al. (2011) observed that American redstart (Setophaga ruticilla) populations responded to climate in the 
Caribbean, where they overwinter, which is in turn influenced by variation in the El Niño Southern 
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Oscillation (ENSO). Sillet et al. (2000) found similar results for Black-Throated Blue Warblers (Dendroica 
caerulescens), and Mazzerole et al. (2005) observed similar responses in the populations of Yellow 
Warblers (Dendroica petechia) in Manitoba. Paxton et al. (2014) also found that migratory birds that 
overwinter in South America were negatively affected during El Niño years, but they did not observe 
significant effects for birds that overwinter in Central America and the Caribbean. 
 
Bats provide another example of the complex ways climate change can potentially impact wildlife 
species. Populations of hibernating bat species in the northeastern U.S. have already been substantially 
reduced as a result of White-Nose Syndrome. It is hard to say whether climate change will exacerbate 
these losses or ameliorate them (Frick et al. 2010). On the one hand, bats could benefit from shorter 
winters through reduced hibernation times and lower stored energy requirements, and longer foraging 
seasons provide more time for building up fat stores for hibernation. On the other hand, warmer 
winters could result in more frequent periods of arousal, increasing energy requirements for 
hibernation. Furthermore, drier summers could result in fewer insects for insectivorous bats to feed on.  

5.3 Mitigation and adaptation 
 
Climate change is already occurring and will continue to occur, albeit at different rates, under all 
emissions scenarios. However, forest carbon management can lessen the amount of change that will 
occur. Furthermore, because climate change is also inevitable, forests must also be managed to increase 
their resiliency in the face of climate change. 

5.3.1 Forest management for climate change mitigation 
Forests represent one of the significant pools of terrestrial carbon (Jandl et al., 2007). The size of this 
pool can be increased through forest management, primarily by increasing stand densities, increasing 
rotation lengths, and reducing mortality. Furthermore, removal rates from this pool can be decreased by 
reducing conversion of forests to non-forest land uses. Nearly three quarters of Pennsylvania’s 16.6 
million acres of forestland are privately owned (McWilliams et al., 2007). Private forests in Pennsylvania 
are managed for a wide range of objectives, and carbon storage seldom ranks high among them (Butler 
& Leatherberry, 2004). Policy-makers’ ability to influence the management of these privately-owned 
lands is also currently limited, but education and incentives can make some difference without being 
overly heavy-handed. New mechanisms to increase incentives for carbon sequestration on private lands, 
such as carbon banking and trading, are being developed, but are currently in their infancy and many 
issues remain regarding how they should be designed to maximize their efficacy (Galik and Cooley, 
2012). While Pennsylvania’s public forests make up only 29% of the forest land in the state, this is still a 
fairly substantial amount of land, representing a significant carbon pool. Even on public forests, 
however, carbon storage is only one of many management objectives (DCNR, 1992). Of all the options 
for increasing the pool of carbon stored in Pennsylvania’s forests, the greatest immediate impact will 
likely be achieved by reducing conversion of forestland to non-forest land uses. In the longer run, 
afforestation of economically marginal lands and restocking of poorly stocked forestland could also be 
effective ways to increase forest carbon storage in the state.  
 
In the long run, producing energy with wood rather than fossil fuels could also mitigate the buildup of 
greenhouse gasses in the atmosphere. So-called “low-use wood” is abundant in Pennsylvania and has 
relatively little value for alternative uses (Pennsylvania Hardwoods Development Council (PA HDC), 
2008). However, while many consider woody biomass to be “carbon neutral,” the true picture is 
somewhat complicated. Harvesting more wood biomass for energy production inevitably leads, at least 
in the short run, to less carbon stored in forests and emission of this carbon to the atmosphere. 
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Furthermore, because the energy content per ton of carbon emitted in the burning of wood is less than 
with coal, and significantly less than with natural gas, replacing these fossil fuels with biomass energy 
will in the short run require emitting more carbon into the atmosphere per unit of energy produced. 
Assuming that the harvested wood is eventually replaced by new growth, this “carbon debt” will be 
offset over time by the regrowth of the forest, ultimately resulting in a net carbon benefit. But the time 
required to achieve a net reduction in atmospheric carbon by substituting woody biomass for fossil fuels 
ranges from a few years to more than a century (Manomet, 2010; McKechnie et al., 2011). The length of 
time needed to offset this carbon debt varies with 1) the efficiency of the process used to convert the 
wood to energy, 2) the type of fossil fuel technology that is replaced, 3) whether the wood used is from 
standing trees (that presumably would not have been harvested or died anyway) or whether it is from 
harvest residues (which would have eventually released their carbon through decomposition), and 4) 
the rate of regrowth of the harvested forest (McKechnie et al., 2011). According to Manomet (2010), 
which only considers the harvest of live trees, the length of time required to pay off this carbon debt 
ranges from 5 years when woody biomass from harvested trees (that wouldn’t have been harvested or 
died otherwise) is used to replace oil-fired thermal and CHP facilities to more than 90 years when 
natural gas electrical generation capacity is replaced. McKechnie et al. (2011) found that the time 
required to repay the carbon debt ranged from 16 to more than 100 years for a variety of scenarios. A 
more recent study (Sathre and Gustavsson, 2011) compared the climate impacts of combustion of forest 
residues (harvest slash and stumps) with combustion of coal and natural gas and found that climate 
effects (as measured by cumulative radiative forcing (CRF)) were detrimental (CRF was increased) for 
10-25 years, but beneficial after that. Cumulatively, over the modeled 240-year time period, the climate 
impacts of substituting woody biomass for fossil fuels was significantly beneficial (Sathre and 
Gustavsson, 2011). 

5.3.2 Adapting Pennsylvania’s forests for a changing climate 
As mentioned at the beginning of this chapter, Pennsylvania’s forests are resilient. Much of this 
resilience comes from the diversity of tree and plant species found in these forests. This diversity has 
been and is being negatively affected by a number of problems, including invasive insects and diseases, 
such as the chestnut blight, Dutch elm disease, elm yellows, the hemlock woolly adelgid, and the 
emerald ash borer. Efforts to address these problems and to maintain and restore the native diversity of 
Pennsylvania’s forests will make them healthier, more productive, and more resilient to climate change. 
Regeneration of diverse tree species is critical to maintaining healthy, resilient forests. Overabundant 
deer populations can impair the successful regeneration of diverse tree species (Latham et al., 2005). 
Thus, management of deer populations to allow for a diversity of tree regeneration can also increase the 
ability of the state’s forests to adapt successfully to a changing climate.  
 
Ecosystems have never been static entities and have always adapted to change. The challenge with 
climate change is the rate at which change is happening. “Climate velocity” estimates attempt to 
measure of how far plants and animals would have to shift their ranges each year to stay in their climate 
envelope (Loarie et al., 2009). Loarie et al.’s (2009) estimate of climate velocity (°C per km divided by 
°C per year) is 2.6 miles (4.2 km) per decade under the IPCC A1B emissions scenario. Using a different 
methodology and a different time period (1916 and 2005), Dobrowski et al. (2013) calculated climate 
velocity for minimum temperature (Tmin), actual evapotranspiration (AET), and deficit over the 
contiguous US and found average rates of only 0.50 miles (0.81 km), 0.61 miles (0.98 km), and 0.52 miles 
(0.84 km) per decade. Migration rates such as these are likely achievable for mobile species. For 
example, Chen et al. (2011) estimated that mobile populations of plants and animals have moved to 
higher latitudes at a median rate of 10.5 miles (16.9 km) per decade and to higher elevations at a 
median rate of 36 feet (0.011 km) per decade in response to recent climate changes. Iverson et al. 
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(2004) estimate that tree species can migrate at rates of up to 0.6 to 1.2 miles (1-2 km) per decade. 
However, habitat fragmentation may impede such migration rates. One possible solution, termed 
“assisted migration,” is to move species or genotypes to new locations that are further north or at 
higher elevations than where they are currently found (Appell, 2009; Hewitt et al., 2011). However, 
there is considerable uncertainty about how to do this in practice (Davidson & Simkanin, 2008). A more 
promising solution is to maintain and increase the connectivity of the state’s forests. Minimizing forest 
loss and fragmentation, combined with strategic restoration efforts to improve connectivity, is an 
important strategy for enhancing the resilience of the state’s forests under climate change.  

5.4  Forest management opportunities related to climate change 
 
The primary forest management opportunities related to climate change are: 1) carbon trading, 2) 
increased markets for low-use wood for energy production, and 3) potentially renewed interest and will 
to manage forests for their long-term health and resiliency.  
 
Current options for Pennsylvania landowners to engage in carbon trading are limited. Currently the only 
active carbon registries for forestry projects in the US are the Climate Action Reserve (CAR), which is 
primarily active in California, and the Regional Greenhouse Gas Initiative (RGGI), which is active in 
Connecticut, Delaware, Maine, Maryland, Massachusetts, New Hampshire, New York, Rhode Island, and 
Vermont. Forest landowners in Pennsylvania can voluntarily participate in these programs, but they are 
unlikely to receive any monetary compensation for commitments to increase the carbon storage on 
their properties. This may change, however, if the political climate results in a more states joining these 
initiatives, or if a carbon cap and trade program is passed at the national level. 
 
Markets for wood energy were strong in 2008 when oil prices peaked at over $140 per barrel. Since 
then, however, oil and gas production in the US has boomed and energy prices have fallen dramatically. 
Thus, it is unlikely that the market for wood energy will grow significantly in the near future. This will 
likely only change if there is a substantial political commitment to decrease our use of fossil fuels. Even if 
this happens, solar energy costs continue to decline, and wood will have a hard time competing with 
solar energy for many applications. In the medium run, wood energy is likely to be used mainly for 
small-scale heating applications. However, if the potential of cellulosic biofuels is realized, 
cellulose-based ethanol and other advanced biofuels could potentially replace more than one third of 
the liquid fuels used in the US (Perlack et al., 2005; Zerbe, 2006; Bergman and Zerbe, 2008). 
 
In the coming decades, climate change will significantly alter the forest landscapes of Pennsylvania. The 
amount of change will challenge the ability of forest ecosystems to adapt through natural mechanisms. 
Humans will need to be more actively involved in the management of these ecosystems if we wish to 
have forests that provide the level of ecosystem services that we have come to expect from them. One 
can hope that this outcome will lead to a greater commitment by society to manage these resources to 
maintain their health and resiliency. 

5.5  Forest management barriers related to climate change 
 
The primary barriers to managing Pennsylvania’s forests for health and resiliency in the face of climate 
change are: 1) lack of knowledge, 2) the large number of private forest landowners, 3) continued 
fragmentation of forest landscapes, and 4) the host of confounding, interrelated challenges to managing 
forests for diversity, health and resiliency. 
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Lack of knowledge regarding how forests will fare under a changed climate is a huge problem for forest 
managers. In the past, forest managers believed that they could learn from their experience and apply 
those lessons to future forests. However, with a rapidly changing climate, what worked in the past may 
not work in the future. Adaptive management, or learning as you go, will become increasingly important 
in the future. 
 
Pennsylvania’s private forests are owned by roughly half a million forest owners (Butler 2008). 
Influencing the management of this many ownerships is a daunting task; merely communicating with 
this many people is a challenge. Education and incentives have been tried and have had only a marginal 
effect on the management of these forests. Large enough incentives to make a difference would likely 
be very expensive. Heavy-handed regulation would be unpopular and likely politically unviable. 
 
A key challenge in the coming decades will be maintaining forest habitat connectivity in the more 
heavily forested parts of the Marcellus Shale region where natural gas development has resulted in 
expansion of existing roads, development of new roads, and development of pipeline corridors, all of 
which have contributed to further fragmentation of the landscape. 
 
Finally, if Pennsylvania’s forests are to remain resilient in the face of climate change, forest managers 
and policymakers must address all of the other major threats to their health and diversity. These include 
insect pests, diseases, invasive plants and animals, overabundant deer populations, unsustainable 
harvest practices, and atmospheric deposition. All of these problems are interrelated and must be 
addressed holistically with the goal of maintaining, restoring, and possibly creating healthy forest 
ecosystems. This is, of course, easier said than done. 
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6  Human Health Impacts 

6.1  Introduction 
 
Chapter 11 of the 2009 Pennsylvania Climate Impacts Assessment and Chapter 9 of the 2013 
Pennsylvania Climate Impacts Assessment Update identified the following pathways through which 
climate change could impact human health: 

• Mortality from temperature stress 
• Respiratory and heart disease caused by worsened air quality 
• Illness caused by worsened water quality 
• Mortality and injuries associated with extreme weather events 
• Changes in the geographical distribution and prevalence of vector-borne disease 
• Change in air-borne infectious disease 

 
A consistent finding highlighted in the 2013 Update was that the impacts of climate change on human 
health will vary within the population; persons with low resources and/or poor access to health care are 
particularly vulnerable to health impacts from climate change. This chapter will summarize new 
knowledge of these pathways that has been developed since the 2013 Update. 
 
Temperature-related Mortality 
 
The 2009 Assessment and the 2013 Update reviewed what was known about the impact that short term 
temperature anomalies (heat waves and cold snaps) have on human mortality. These reviews revealed 
that mortality is lowest when temperatures are moderate, and that high and low temperatures are both 
associated with increased mortality rates, due to increased stress on the body. Global warming will 
therefore increase heat-related deaths but reduce cold-related deaths. While Pennsylvania currently 
experiences more cold-related deaths than heat-related deaths, the literature was divided on whether 
warming from climate change would increase or decrease total temperature-related mortality in the 
state. This is because the relationship between heat and mortality is steeper than the relationship 
between cold and mortality.  
 
Recent research confirms that climate change will increase heat-related mortality. Greene et al (2011) 
projected the number of excessive heat event (EHE) days and heat-related mortality for 40 large U.S. 
cities. Table 6.1 summarizes their projections for Pittsburgh and Philadelphia. By 2100, the number of 
excessive heat event days is projected to increase by a factor of 10 in both cities, and the number of 
heat-related deaths is projected to nearly double. The authors also found that the projected number of 
deaths in 2100 was sensitive to the emissions scenario. Under the lower-emissions B1 scenario, the 
projected number of deaths was 37 for Pittsburgh and 94 for Philadelphia, decreases of 8 and 39, 
respectively. 
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Table 6.1. Predicted excessive heat event days and heat-related mortality for Pittsburgh and Philadelphia 
under climate scenario A1 (Source: Greene et al 2012) 

 Pittsburgh Philadelphia 
Excessive Heat Event Days 
  1975-1995 5 6 
  2020-2029 45 46 
  2045-2055 52 54 
  2090-2099 59 73 
Heat-Related Deaths 
  1975-1995 25 69 
  2020-2029 41 83 
  2045-2055 45 97 
  2090-2099 45 133 

 
But the question of the relative balance between decreases in cold-related mortality due to climate 
change and increases in heat-related mortality is still not resolved. In a study in Canada, Martin et al 
(2012) found that the projected reduction in cold-related mortality balanced or slightly exceed the 
projected increase in heat-related mortality in most Canadian cities, but that for the three modelled 
cities closest to Pennsylvania, London, Hamilton, and Montreal, Ontario, the projected increase in heat 
related mortality exceeded the projected decrease in cold-related mortality. However, Barreca (2012) 
projects a slight decrease in overall temperature-related mortality for the mid-Atlantic region.  
 
Recent research confirms that both heat-related and cold-related mortality affects some populations 
differentially. Populations at highest risk for cold-related mortality are the elderly, rural and populations 
that live in moderate climates are not adapted to cold weather (Conlon et al. 2011). The risk of 
heat-related deaths is also highest for the elderly and those with cardiovascular disease (Astrom et al 
2011). Particularly for heat-related deaths, a large proportion of excess deaths represent so-called 
“harvesting” of the susceptible population. The harvesting effect can be seen in three reported 
phenomena. First, immediately after a heat wave that causes excess mortality, there is sometimes seen 
a dip in mortality rates, suggesting that the excess deaths represent a time-shift of mortality on the scale 
of days or a week. Second, the first heat wave of the season tends to generate more excess deaths than 
subsequent heat waves, though this could represent either a harvesting effect or the influence of 
adaptation to higher temperatures over the summer season. Third, in summers that follow a very cold 
winter, there tend to be fewer excess deaths during heat waves, representing a time shift of mortality 
on the scale of one half year (Astrom et al 2011).  
 
In addition to health status, it is clear that adaptation plays a large role in the sensitivity of a population 
to extreme heat and cold. Barreca et al (2013) found that the increase in mortality rate from excess heat 
has decreased by 80% over the course of the 20th century, with most of the decrease occurring after 
1960, as air conditioning became available and prevalent. 

6.2  Air Quality 
 
The 2009 Assessment and the 2013 Update identified three potential linkages through which climate 
change could affect air quality, and subsequently human health. [1] Higher increased summer 
temperatures increase the rate of formation of ground-level ozone. [2] Climate change could affect the 
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concentration of small airborne particulates. [3] Pollen and mold concentrations could increase as a 
consequence of climate change. 
 
Ground-level ozone is a respiratory irritant that has been linked through epidemiological studies to 
higher rates of respiratory symptoms (coughing, sneezing, wheezing), aggravation of asthma, and higher 
rates of respiratory infections, and increased mortality. Ground-level ozone concentrations are highest 
in summer, when warm temperatures and sunshine facilitate ozone creation from volatile organic 
compounds. The 2009 Assessment and the 2013 Update concluded that higher summer temperatures 
due to climate change would be expected to result in more ozone creation, and higher concentrations, 
resulting in more respiratory morbidity and mortality.  
 
Subsequent research has confirmed this conclusion. Sheffield et al. (2011) project that by 2020, climate 
change will result in increases in the 8-hour maximum ozone concentrations in New York City of 2.7 to 
5.3 ppb, which would in turn result in a 7.3% increase in emergency room visits for childhood asthma. 
Orru et al. (2013) projects that the incidence of ozone-related respiratory illness will increase by 10-14% 
by 2050 due to climate change. Post et al. (2012) projected the expected change in ozone-related 
mortality from climate change using several different climate models. They found that most models 
gave projected increases in ozone-related mortality, but that the size of the increase varied by a factor 
of 4. While warmer summers will increase ozone formation, the emissions of ozone precursors 
(including volatile organic compounds and nitrogen oxides) are expected to decline over time as a 
consequence of tightening emission standards. Lam et al (2011) project that the reduction in emissions 
will outweigh the increase in summer temperatures in the Northeast U.S., so that maximum ground 
level ozone concentrations will decline by 10% by 2050.  
 
Climate change could affect airborne particulate concentrations, which have been shown to affect both 
respiratory and cardiovascular health. However, there is no clear consensus on whether climate change 
will result in an increase or decrease in particulate concentrations. Tai et al (2012) finds that particulate 
concentrations are correlated with temperature, particularly in the Eastern U.S., but that the 
relationship is complicated and depends on regional weather patterns. Warmer summers with longer 
dry spells could also increase the risk of wildfires and of airborne dust from soil, which are important 
sources of airborne particulates (De Sario 2103). Still, the anticipated increase in particulate 
concentrations due to climate change is small. Anticipated reductions in emissions from combustion will 
tend to reduce particulate concentrations in the future by more than any increase due to climate 
change. Lam et al (2011) project that airborne particulate concentrations could decrease by as much as 
40% by 2050, continuing the ongoing downward trend in particulate concentrations.  
 
The impact that climate change could have on respiratory allergens such as pollen and molds is not well 
understood, but it is conjectured that climate change could result in higher pollen loads due to faster 
plant growth, more pollen produced by each plant, increased allergenicity of the pollen grains, and a 
longer pollen season (D’Amato et al 2013). Recent warming has caused the ragweed season to lengthen 
in the Midwest (Ziska et al 2011). Thunderstorms, which are projected to increase in frequency as a 
result of climate change, have been shown to serve as a trigger for pollen-induced asthma (Dabrera et al 
2012).  

6.3  Water Quality 
 
The two most important pathways that climate change can affect human health through changes in 
water quality are 1) increased water-borne pathogens from increased water temperature and increased 
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runoff during heavy rain events and 2) increased occurrence of harmful algal blooms in eutrophic lakes 
due to increased higher nutrient runoff and warmer waters. 
 
The risk of disease from water-borne pathogens depends on the concentration of the pathogens in the 
water and on exposure. Water-borne pathogens pose risk to bathers and to those who use surface 
water as a drinking source. While public drinking water systems treat drinking water to reduce risk from 
pathogens, the risk is still there. In 1993, an outbreak of Cryptosporidium in Milwaukee sickened over 
400,000 people. Heavy rainfall is thought to have been a factor, coupled with inadequate filtration at 
one water treatment plant (MacKenzie et al 1994).  
 
Climate change can affect the concentration of pathogens in surface waters in complex ways (Hofstra 
2011). Higher water temperatures could speed pathogen growth in some cases, but has also been linked 
to higher rates of inactivation. More extreme precipitation events will cause more surface flow runoff 
that can carry pathogens into streams and river, particularly from livestock farms, and increase the risk 
of sewer overflows. More extreme rainfall events will also increase turbulence in rivers and lakes, 
potentially re-suspending pathogens in sediments (Coffee et al 2014). Finally, dry periods in summer will 
increase the concentration of pathogens discharged in wastewater. While the potential qualitative 
impact of climate change on water-borne pathogen concentrations can be conjectured, little research 
has been conducted that quantitatively measures the size of the potential effect (Hofstra 2011).  
 
In summer of 2014, a harmful algal bloom (HAB) occurred in the western basin of Lake Erie. The algal 
bloom affected the city of Toledo’s water intakes, and 500,000 residents were told to stop using tap 
water for cooking, drinking or bathing. The algae (a cyanobacteria) produced toxins called microcystins 
that damage the liver if consumed. Boiling the water does not remove the toxins, so residents were 
forced to use bottled and trucked water. The bloom also posed health risks to those who bathed in the 
lake and those who consumed fish caught in the lake. This was the second large bloom in Lake Erie in 
four years.  
 
These recent blooms are the result of a combination of factors, including high nutrient usage  
(particularly phosphorous) on agricultural fields, high springtime runoff that flushed nutrients into the 
lake, and then warm, calm weather that allowed the algae to grow without being disrupted by vertical 
mixing of the lake waters. The meteorological conditions that encouraged the algal blooms in 2011 and 
2014 (high spring runoff and warm summers) are expected to become more prevalent with climate 
change, suggesting these types of blooms will become more common in eutrophic waters (Michalak et 
al 2013; Paerl and Paul 2012). 
 
Harmful algal blooms are more prevalent in warm, shallow lakes than in colder lakes or in rivers. Algal 
blooms in Lake Erie have tended to be worse in the western basin. Although they do sometimes spread 
into the central basin of Lake Erie, blooms that cause potential health effects have not yet reached 
Pennsylvania waters, which tend to be colder, better mixed and less nutrient rich. With continued 
warming, however, the potential exists for harmful blooms in the Pennsylvania waters of Lake Erie and 
in inland lakes and reservoirs in the state. 

6.4  Extreme Weather Events 
 
The greatest risks to human health from extreme weather events are those from heat waves (discussed 
in Section 7.1) and flooding from severe storms, both tropical cyclones and extra-tropical storms. 
Hurricane Sandy in 2012 caused 72 direct deaths in the United States, including two in Pennsylvania, 
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making it the deadliest U.S. cyclone outside of the southern states since Hurricane Agnes in 1972 (Blake 
et al 2013). There is building a consensus in the published literature that climate change will not 
necessarily increase the frequency of tropical cyclones in the North Atlantic, but that climate change will 
increase the likelihood that individual storms will be stronger and with heavier rainfall (Villarini and 
Vecchi 2013; Horton and Liu 2014).  
 
Non-tropical extreme rain events have increased in frequency in North American (Kunkel et al 2013) and 
are projected to continue to increase in frequency as a result of climate change. For the Eastern U.S., a 
storm with a 24-hour rain total that used to occur with a frequency of once every 20 years is projected 
to recur every 12 to 16 years by mid-century and every 8-10 years by the end of the century (IPCC 2012), 
though there are expected to be fewer rain-on-snow events (Chapter 8, this report), However, future 
risk to human health from flooding will depend more on changes in exposure and vulnerability (where 
humans choose to live and how they choose to build) than it will on changes in precipitation due to 
climate change (Kundzewicz 2014). 
 
The frequency of severe snowstorms has increased nationally, with the frequency after 1960 double 
that of the frequency between 1900 and 1960. However, there has not been a detectible trend in the 
frequency of ice storms for the United States as a whole (Kunkel et al 2013).  

6.5  Vector-borne Disease 
 
Mosquito-borne diseases, such as malaria, are projected to increase in some lower-income countries as 
a consequence of climate change, but are not expected to increase higher income countries such as the 
United States (Beguin et al. 2011). Malaria was endemic in Pennsylvania up through the 1800s but was 
eradicated by the mid 1900s. Regardless of climate change, malaria is not expected to become 
re-established in the United States.  
 
West Nile disease is endemic in Pennsylvania. It is currently most prevalent in Southeastern and Central 
parts of the state, and less prevalent in the Laurel Highlands and the Allegheny Plateau. However, 
climate change is expected to increase the prevalence of West Nile disease in the higher-elevation areas, 
due to higher temperatures, but decrease its prevalence in the lower elevation areas, due to increased 
rainfall, which is associated with reduced prevalence of West Nile disease (Figure 6.1). In addition to its 
range, the duration of the transmission season for West Nile disease is sensitive to climate. Warmer 
temperatures result in a longer transmission season, and therefore greater infection risk (Chen et al 
2013). 
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Figure 6.1. Projected change in probability of the presence of West Nile virus under A1B climate scenario 
(source: Harrigan et al 2014) 
 

Pennsylvania’s climate is already well suited to the vectors responsible for tick-borne diseases such as 
Lyme disease and tick-borne encephalitis. It is not clear whether climate change would make 
Pennsylvania’s climate better or worse suited to transmission of vector-borne diseases. For example, 
climate change is projected to shift the range of the white footed mice, the most important mammal 
vector for Lyme disease, northward, and its prevalence in Pennsylvania could actually reduce 
(Roy-Dufresne et al 2013). However, climate change is expected to make Pennsylvania’s climate better 
suited for the deer tick, the most important tick vector for Lyme disease (Ogden et al 2014). Climate 
change can also affect the prevalence and virulence of disease by affecting the timing of the life stages 
of the diseases (Altizer et al 2013), but the impacts on virulence and prevalence of these changes are 
difficult to predict. Research in Europe has failed to find a strong link between climate and prevalence of 
tick-borne encephalitis (Thomas 2014). Still, except at the geographical boundaries of vector ranges, 
changes in human behavior that affect exposure (for example outdoor activity) are more important in 
determining disease risk than changes in climate (Randolph 2013). 

6.6  Airborne Infectious Disease 
 
The 2009 Assessment and 2013 Update concluded that the potential impact of climate change on 
airborne infectious disease was not well understood. The picture is no clearer now. In an expert opinion 
survey on infectious diseases and climate change, respondents ranked air transmitted and direct contact 
transmitted infectious diseases to be the least likely to be affected by climate change (Cox et al 2012). 
Towers et al (2013) found that influenza outbreaks tended to be less severe in years with warm winters, 
but that the outbreak the following season tended to be more severe, suggesting that the warm winter 
simply delayed disease by one year for some individuals, rather than reduce disease burden 
permanently. Changes in humidity may be more important for predicting influenza burden than changes 
in temperature. Barreca (2012) found higher mortality rates from influenza when humidity was low (0 to 
2 g/kg humidity), but found no clear relationship between temperature and influenza mortality. Little is 
known about the impact that climate change will have on airborne fungal infections (mycoses), though 
these are known to be sensitive to climate (Panackal 2011). 
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6.7  Adaptation Opportunities and Barriers 
 
For almost every human health risk discussed in this chapter, there is a non-climate stressor or factor 
that mediates the relationship between climate and the health risk. For example: 
 

• Respiratory and cardiovascular disease associated with ozone and airborne particulates are 
sensitive to climate change, but are more sensitive to air pollutant emissions than climate. 

• The weather patterns that favor harmful algal blooms are more likely to happen with climate 
change, but the risk of HABs is more sensitive to nutrient runoff than climate. 

• The prevalence and distribution of vector-borne diseases could be affected by climate change 
(in complex, difficult to predict ways), but the disease burden from vector-borne diseases will 
depend more on behavior (outdoor activity) and access to health care.  

• Risk from flood events is likely to increase due to climate change, but is more sensitive to where 
and how people settle on the landscape than to climate 
 

In each case, there are adaptation opportunities that will mitigate the impact that climate change will 
have on human health. A common adaptation strategy when health risks are due to multiple stressors is 
to reduce stressors other than climate. For example, to minimize the risk of harmful algal blooms in the 
face of a warming climate, reduce nutrient runoff. To minimize the risk of water-borne pathogens in the 
face of increased frequency of extreme precipitation events, control runoff from livestock operations 
and maintain drinking water treatment facilities. To reduce respiratory and cardiovascular disease from 
air pollution in the face of a warming climate, reduce emissions of air pollutants. To reduce flood risk in 
the face of increased extreme precipitation events, build out the landscape in a way that puts humans 
and infrastructure at less risk.  
 
The incidence of vector-borne disease could change as climate changes, but is more sensitive to how 
much time people spend in outdoor activities and where they spend that time. Public education to 
minimize infection risk could reduce disease burden. Access to health care will reduce the severity of 
vector-borne diseases when they are contracted. 
 
Adaptation strategies to reduce heat-related mortality include 1) improve air quality, which is a 
contributing factor to heat-related disease, 2) provide cooling shelters to low income residents who 
cannot afford air conditioning, and 3) public education and alert systems, so that residents can plan for 
heat waves (Kravchenko et al 2013).  
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7  Outdoor Recreation 

7.1  Introduction 
 
Chapter 12 of the 2009 Pennsylvania Climate Impacts Assessment (2009 Assessment) and Chapter 10 of 
the 2013 Pennsylvania Climate Impacts Assessment Update (2013 Update) reviewed available 
information on the potential impacts of climate change on outdoor recreation and tourism in 
Pennsylvania. Those reviews concluded that climate change would affect outdoor recreation in several 
ways. The most important impacts identified were: 

1. Higher spring and fall temperatures will lengthen the outdoor recreation season resulting in a 
general increase in outdoor recreation participation; 

2. Higher summer temperatures will particularly increase demand for water-based recreation; 
3. Higher summer temperatures will decrease the amount of habitat suitable for trout in 

Pennsylvania, but total participation in recreational fishing may increase, because of the longer 
season; 

4. Reduced summer streamflows could negatively affect sport fish populations;  
5. Higher winter temperatures and reduced snowfall will negatively impact snow-based recreation 

such as skiing and snowmobiling. 
 
In this chapter we review research that has been conducted since the 2013 Update.  

7.2  National Estimates of Changes in Outdoor Recreation 
 
Since 1960, the US Forest Services has periodically conducted a survey now called the National Survey 
on Recreation and the Environment (NSRE). The most recent survey was conducted in 2010. This is a 
telephone survey of U.S. households asking about their participation in outdoor, resource-based 
recreation.  
 
While the survey cannot be used to track changes in recreation that have occurred as a result of climate 
change since 1960, it can be used to determine whether recreation participation is correlated with 
spatial differences in climate. For example, the survey will reveal whether households who live in 
warmer areas participate in outdoor recreation more or less frequently than household who live in 
cooler areas.  
 
This is the approach that was taken by Bowker et al (2012), who estimated statistical models of outdoor 
recreation behavior. The models included information on the household surveyed (income, age, 
ethnicity) as well as the climate and other geographic information about the location of the household’s 
residence. For seventeen different outdoor recreation activities, Bowker et al. estimated models that 
explain differences in participation rates (whether the household engaged in the activity at all) and 
frequency (for households that engage in the activity, how many days per year). For each activity, the 
authors included in the models the climate measure that best explained variation.   
 
For most outdoor recreation activities, the authors projected increases in the total number of 
participant days nationally of 40 to 80%, both with and without climate change factored in. This is 
mostly due to population growth and increases in household income. Pennsylvania’s population is 
projected to grow more slowly than the national average, so increases in outdoor recreation in 
Pennsylvania will be smaller than those projected by Bowker et al.  
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By comparing projections with climate change to projections without climate change, is possible to 
isolate the impact that climate change will have on recreation activity. Table 7.1 uses projections from 
Appendix D of Bowker et al. to calculate the national change in participant days in year 2060 attributable 
to climate change. This is done for two climate scenarios, the B2 and the A2. The percent changes are 
averages over three different GCM outputs for each scenario. 
 

Table 7.1. Projected national change in outdoor recreation participation days due to climate 
change (source: from Bowker et al. 2012) 

 Climate Scenario 
Activity B2 A2 
Bird Watching -3.3% -5.8% 
Horseback Riding -5.0% -6.4% 
Day Hiking -2.1% -3.5% 
Whitewater Boating -8.8% -12.7% 
Fishing -4.5% -6.6% 
Hunting -2.4% -4.6% 
Skiing -1.7% -5.4% 
Backcountry Skiing -34.8% -46.1% 
Off-Road Vehicles 1.0% 1.9% 
Motorized Boating -4.9% -7.2% 
Snowmobiling -43.2% -53.5% 
Nature Viewing -1.4% -2.3% 
Interpretive Activities 1.4% 1.2% 
Activities at Developed Sites -2.3% -3.2% 
Swimming -2.1% -2.5% 
Challenge Activities - - 
Primitive Activities -4.2% -5.7% 

 
No estimates are given for Challenge Activities (activities like rock climbing and hang gliding) because 
the models did not show a statistically significant relationship between climate and participation.  
 
National participation in backcountry skiing (including cross country skiing) and snowmobiling are 
projected to decline dramatically as a consequence of climate change. Participation in whitewater 
kayaking and canoeing is projected to increase over time as population and incomes rise. However, 
climate change is projected to slow the rate of increase by 8.8 to 12.7%. However, the national results 
may not apply to Pennsylvania. The specific climate variable that was found to best explain to 
participation frequency in whitewater boating was mean annual precipitation. Pennsylvania is expected 
to experience higher annual precipitation as a consequence of climate change. Pennsylvania may 
therefore experience a larger increase in participation days than would otherwise be expected as a 
consequence of climate change.  
 
For other outdoor recreation activities, the projected change in participant days attributable to climate 
change is relatively small, particularly when compared to the expected increase in overall participation 
due to increased population and income. This runs somewhat counter to other research that has 
suggested that higher spring and fall temperatures will lengthen the outdoor recreation season, 
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increasing total participation. Again, because the Bowker et al. study is national in scope, it includes 
areas where high heat may be a limiting factor in participation.  
 
It is of particular interest to note that the projected impact of climate change on participation in 
downhill skiing and snowboarding is relatively small. The authors did find that participation in downhill 
skiing and snowboarding was negatively correlated with winter temperatures at the survey respondent’s 
residence, but the relationship was not strong enough to suggest large impacts on participation. Part of 
this could be because the survey does not distinguish between skiing that occurs near the respondent’s 
residence and skiing that occurs at destination resorts in colder climates. 

7.3  Winter Recreation 
 
The 2009 Assessment and 2013 Update identified winter recreation as the outdoor recreation activity 
most sensitive to climate change, because of its reliance on ice and snow. Previous research has shown 
that commercial downhill ski areas can adapt to climate change by increasing investment in 
snowmaking, but that there are limits to snowmaking to replace natural snowfall. Snowmaking requires 
temperatures low enough to allow the sprayed water to freeze. The 2009 Assessment and the 2013 
Update reviewed published literature that showed that Pennsylvania ski resorts will experience shorter 
seasons, higher snowmaking costs, and lower profits as a consequence of climate change.  
 
Recent research has reached similar results. Dawson and Scott (2013) projected the impact of climate 
change on ski area operations in New York and New England states (Pennsylvania ski areas were not 
included in the study). They evaluated which ski areas would still be economically viable under different 
climate scenarios. Their definition of an economically viable ski area was one that could maintain an 
average season length of 100 days and a 75% probability of being open over the winter holiday season. 
Using that criterion, with one exception, only ski areas in Maine, New Hampshire, Vermont and the 
Adirodack Mountains of New York are projected to remain economically viable through mid-century. 
This result was true both under the B1 and the A1fi scenarios. The one ski area location south of the 
Adirondack Mountains that was projected to remain economically viable was Bobcat Ski Center, in the 
western Catskills.1 While no ski areas remained viable in southern or western New York under either 
climate scenario, the survival of more northern ski areas was sensitive to the climate scenario analyzed. 
For example, under the B1 (lower emissions) scenario, seven ski areas in northern New York are 
projected to be economically viable through the end of the century. Under the A1fi (higher emissions) 
scenario, only two are.  
 
While snowfall and temperatures low enough to make snow are important factors in determining the 
economic viability of ski areas, they are not the only factors. A study pf resort closings in Austria (Falk 
2013) found that adoption of snowmaking was an important factor in maintaining viability, but that 
regional effects (customer base) and macroeconomic effects were at least as important as snowfall in 
predicting which resorts would close. The implication for Pennsylvania is that resorts located closer to 
cities will be able to maintain viability longer. A second implication is that closures are more likely to 
occur during economic downturns. 
 

                                                           

1 Unfortunately, Bobcat Ski Center has been closed since the end of the 2005 ski season. Bobcat was a small ski 
area that chose not to invest in modern snowmaking equipment.  
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Curiously, in the immediate near term, climate change may result in more snowfall in northern New 
York and Vermont (Galford et al 2014). This is because precipitation is projected to increase, while 
temperatures will remain low enough for snow. However, within 30-40 years, temperatures will rise to 
the point where the additional precipitation is more likely to fall as rain. This tipping point has already 
passed for ski areas in Pennsylvania. 
 
Ski areas that remain open will have poorer snow conditions than currently. Dawson et al (2013) 
surveyed skiers at ski areas in the Northeastern U.S. (all north of Pennsylvania), and asked how skiers 
would react to poor snow conditions.  They found that 46% reported they would do something else 
other than skiing, 39% reported that they would travel to other ski destinations, and 34% reported that 
they would ski less often. Dawson et al (2011), in a similar study, found that frequent skiers were more 
likely to respond to low snow conditions by skiing less often or doing something else instead of skiing, 
while infrequent skiers were more likely to switch to another ski destination. As a group, skiers 
identified as frequent skiers skied an average of 34 days per season, while infrequent skiers averaged six 
days per season. Apparently, frequent skiers were more willing to forego individual ski days than 
infrequent skiers.  
 
Burakowski and Magnuson (2012) analyzed skier visits to ski areas from the 1999-2000 season through 
the 2009-2010 season. Pennsylvania, and found that, in Pennsylvania, skier visits were 12% higher in 
high snowfall years (such as 2003 and 2010) than in low snowfall years (such as 2002 and 2009). They 
used this information along with a regional input-output model to calculate that ski resort revenue in 
Pennsylvania averages $67.6 million less in low snowfall years than in high snowfall years, with a 
resulting loss of employment of 820 jobs and a loss of $51.2 million in value added for the state.  
 
Dispersed winter recreation (cross country skiing and snowmobiling) relies on natural snowfall and 
extended cold periods to retain snow after it has fallen. Recent research confirms that Pennsylvania is 
expected to receive less snowfall as a consequence of climate change. Kapnick and Delworth (2013a) 
project changes in snowfall that would occur as a consequence of doubling CO2 concentrations from 
1990 levels. Figure 7.1 shows the projected change in snowfall for the United States. Snowfall is 
projected to decrease the most, in percentage terms, in the areas that currently receive the least 
snowfall. In Pennsylvania, snow totals are projected to decline by from 20-30% near the NY border and 
the Laurel Highlands up to 50-60% in the Southeastern part of the state.  
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Figure 7.1. Projected change in snowfall from doubling CO2 concentrations (source: Kapnick and Delworth 
2013b).  

 
While snowfall is important for dispersed winter recreation, it is also important to determine how long 
the snow will remain on the ground. Burakowski et al (2008) analyzed data from recording stations from 
1965 to 2005 to determine whether there has been a trend in snow cover over the recent past. They 
define a snow-covered day as one where the reported snow depth was greater than 1”. While that 
threshold is likely too thin to support cross country skiing or snowmobiling, cross country skiing and 
snowmobiling sites in Pennsylvania tend to be at higher elevations than nearby weather recording 
stations. 1” of cover at a recording station is likely closely correlated with snow depth sufficient to 
support cross country skiing and/or snowmobiling at nearby, higher elevation sites. 
 
For the entire Northeast, including Pennsylvania and New Jersey, they found that mean winter 
temperatures trended up by 1.3 degrees F per decade for January and by 1.0 degrees F per decade for 
February. They found that snow-covered days declined by 1.5 days per decade for January and by 1.0 
days per decade for February. Table 7.2 shows the seasonal trend in snow covered days for each 
recording station analyzed. The estimated trend was negative for all recording stations in Pennsylvania, 
but was statistically significant for only one (Ebensburg). Snow conditions tend to exhibit far more 
year-to-year variability than other climate measures such as precipitation or temperature, so trends are 
difficult to establish with statistical precision. 
 

7.4  Recreational Fishing 
 
The study discussed above by Bowker et al (2012) suggests that participation in freshwater fishing is not 
strongly correlated with regional differences in climate. Their models showed that the probability of a 
resident participating in fishing is lower in areas with more frequent hot days (temperatures above 
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95 degrees F), but that the frequency of fishing among those who do fish is positively correlated with 
annual precipitation. Pennsylvania is projected to become warmer and wetter, which would suggest we 
would have fewer total anglers as a result of climate change, but that each angler would fish more days. 
In any event, the impacts of climate change on overall fishing participation are likely to be small. 
 
Climate change will, however, affect the type of fishing available in Pennsylvania. In particular, warmer 
temperatures and lower summer flows are projected to decrease the range of trout species. Decreases 
in range for native trout have already been observed in several places worldwide (Comte et al 2012). 
Jones et al (2013) modeled changes in stream temperatures and flows due to climate change and 
projected changes in the location of habitat suitable for coldwater sport fish species. For Pennsylvania, 
they determined that stream temperatures and flows were suitable for coldwater species under current 
conditions everywhere in the state except the Southeastern corner and an area in western Pennsylvania 
including Beaver and Lawrence counties. Figure 7.3 shows their projected changes in coldwater habitat 
for 2050 for three different climate scenarios. Much of Northwestern and Southeastern Pennsylvania is 
projected to become unsuitable for coldwater fish species by 2050. Figure 7.4 shows projected changes 
for the year 2100. By 2100, all of Pennsylvania is projected to become unsuitable for coldwater fish 
species, except for under the B1 climate scenario, where parts of the Laurel Highlands and the Poconos 
are projected to remain as suitable habitat. 

Figure 7.2. Observed trend in snow covered days over the period 1965-2005 (source: 
Burakowski et al 2008).  
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Figure 7.3. Projected change in distribution of coldwater, warmwater, and rough fish species in 2050 (source: 
Jones et al 2013). 
 
 

 
Figure 7.4. Projected change in distribution of coldwater, warmwater, and rough fish species in 2100 (source: 
Jones et al 2013). 
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7.5  Water-Based Recreation 
 
The 2009 Assessment and the 2013 Update suggested that higher summer temperatures and warmer 
spring and fall temperatures would result in more participation in water-based outdoor recreation, 
particularly swimming and bathing in lakes and rivers. In the analysis by Bowker et al. (2012), it was 
found that higher temperatures increased the likelihood that a resident participated in swimming, but 
decreased the frequency of participation for residents who go swimming at least once. The net effect, 
nationally, is a small decrease in swimming as a consequence of climate change.  
 
That analysis, however, did not control for regional differences in water quality that may have been 
correlated with regional differences in climate. Climate, and climate change, can affect water quality in 
important ways (Murdoch et al 2000). For example, higher evapotranspiration due to higher 
summertime temperature are expected to lead to reduced summer streamflows, and increased 
potential for eutrophication due to higher nutrient concentrations (from less dilution) and higher 
productivity. This in turn can lead to lower dissolved oxygen levels.  
 
A particular concern regarding water quality is the potential increase in the prevalence of harmful algal 
blooms, like the bloom that occurred in western Lake Erie near Toledo in summer 2014. Climate change 
is expected to result in warmer summer temperatures, flashier hydrology, and increased eutrophication, 
which together favor increases in the occurrence of harmful algal blooms (Paerl and Huisman 2009; 
Oneil et al 2011).  

7.6  Outdoor Sports and Exercise Activities 
 
In the 2009 Assessment and the 2013 Update, evidence was provided that suggests that frequency of 
participation in outdoor sports and exercise activities (golf, running, bicycling, soccer, etc.) will increase 
in spring and fall, as those seasons become warmer, but that participation in these activities is limited by 
heat only at very high temperatures. Recent research is consistent with that finding. 
 
Zivin and Neidell (2014) use data from the American Time Use Survey to investigate the relationship 
between daily behavior and weather. Figure 7.5 shows how time spent working, in outdoor leisure, and 
in indoor leisure vary with daytime maximum temperature. The relationships shown in Figure 1 are 
adjusted to account for differences in day length, so the pattern is due only to differences in 
temperature, not season. Time spent working is relatively insensitive to temperature except at higher 
temperatures. Above, 85 degrees F, time spent working decreases as daytime maximum temperature 
increases. Ziving and Neidell found that this relationship was particularly strong for people who work in 
outdoor jobs such as agriculture, forestry, mining and construction. Time spent in outdoor leisure 
increases as temperature increases up to about 75 degrees F. On average, people spend 37 minutes 
more per day in outdoor leisure at 75-80 degrees F than at 25 degrees F. Time spent in outdoor leisure is 
fairly stable between temperatures of 75 degrees and 100 degrees F, and only drops when daytime high 
temperatures exceed 100 degrees F. Currently, days with maximum temperature over 100 degrees F are 
rare in Pennsylvania (fewer than 1 per year on average). However, by 2100, Philadelphia is projected to 
experience between 6 and 25 days per year with temperature exceeding 100 degrees, depending on the 
emissions scenario (UCS 2008). Other Pennsylvania cities will experience slightly fewer such hot days, 
but even Erie is projected to face 3 to 16 days with maximum temperatures above 100 degrees F.  
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Figure 7.5. Time spent working, in outdoor leisure, and in indoor leisure as a function of daytime 
maximum temperature (source: Zivin and Neidell 2014). 

 
While higher temperatures, by themselves, are expected to affect outdoor leisure only on the hottest 
days, increased temperatures can lead to higher concentrations of ozone and pollen, which can 
exacerbate respiratory illness, including asthma, and further limit outdoor activity (Barnes et al 2013).  
 
An important consideration in predicting changes in outdoor leisure activity in response to climate 
change is the design of outdoor spaces. Chen and Ng (2012) point out that while air temperature and 
solar radiation are important predictors of duration of outdoor use, design (location of seating and 
shade, for example) also plays an important role. 

7.7  Adaptation Opportunities and Barriers 
 
Participation in outdoor recreation, measured in user days, is expected to increase over the century, 
mostly due to increases in population and incomes. Regardless of the future climate, Pennsylvania needs 
to plan for and capitalize on increased demand for outdoor recreation.  
 
For most outdoor recreation activities, the impact of climate on participation is expected to be small. 
The important exception is winter activities (downhill skiing, snowboarding, cross country skiing, 
snowmobiling, ice skating). Participation in these activities is projected to decline due to higher winter 
temperatures, lower snowfall, and increased snow melt. Developed downhill ski areas can maintain 
viability by investing in snowmaking, but are not expected to remain economically viable past 
mid-century. Individual winter sports enthusiasts will respond by travelling farther to reach destinations 
that still provide winter recreation opportunities and by engaging in winter recreation less frequently, 
switching to alternative activities.  
 
In many cases, negative impacts on outdoor recreation from climate change are due to a combination of 
climate change and other stressors. Outdoor activity is likely to be limited by worsened air quality that 
will occur as the result of higher temperatures combined with air emissions. Swimming in lakes and 
rivers can be limited by poor water quality that is the result of higher temperatures, lower summer 
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flows, and nutrient and pathogen loadings. The impact of climate change on the distribution and 
abundance of trout in the Pennsylvania will depend on temperatures and rainfall, but also on sediment 
loadings and riparian condition. In each case, the most important adaptation strategy to minimize the 
effects of climate change is to reduce other stressors, including emissions to air, nutrient and sediment 
loadings to streams, and degradation of riparian corridors.  
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8  Water Resources 

8.1  Introduction 
 
This chapter is an update on Chapter 5 of the 2013 Pennsylvania Climate Impacts Assessment. The table 
below summarizes the projections made in the past report: 
 
Table 8.1. Summary of projections for Pennsylvania water resources, reprinted from Table 5.3 of the 
2013 Pennsylvania Climate Impact Assessment. 

 
 
Since projected changes in the water cycle over the next few decades are continued increases in 
temperature and precipitation (Stocker et al., 2013, also Section 2 of this report), it is important to 
examine past, substantiated change trends to make informed decisions for the future. Recently, 
research activities in hydrologic science have been profoundly transformed by the availability of 
(a) large-scale satellite-based observations of various aspects of the hydrologic cycle; and (b) large-scale, 
high-resolution hydrologic modeling results with reasonable accuracy achieved through data 
assimilation. These new datasets and products allow unprecedented spatial and temporal coverage of 
the hydrologic cycle. Several satellite missions, e.g., the Gravity Recovery and Climate Experiment 
(GRACE) (JPL, 2014; Landerer and Swenson, 2012; Swenson and Wahr, 2006), which was launched in 
mid-2002, only recently started to possess a decade of records. There is also a wealth of hydrologic data 
recorded by national agencies that have extensive coverage in Pennsylvania. All of the above sources 
provide data for the past decade or longer to validate climate change predictions that were made years 
ago. Quantitative analysis of past trends forms the basis for future predictions. Although predictions 
have been made in the past, little validation has been conducted. Therefore, it is of great value to 
synthesize and analyze the historical records in addition to existing literature. As a focus of the Water 
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Resources chapter of this report, we employed a data-based approach to systematically examine past 
change records on Pennsylvania hydrology, and compare with past assessment. The data analysis is then 
supplemented by results from other published literature.  
 
In addition, recently a range of “classification” efforts, based on hydroinformatics concepts and 
techniques, have greatly improved our understanding of hydrologic systems. Classification helps us 
characterize the main features of certain systems in comparison to others and locate un-understood 
features for further study. In this chapter, we first outline the distinctive hydrologic features of basins in 
Pennsylvania utilizing recent classification studies in hydroinformatics, then we use Pennsylvania 
data-based analysis to re-examine some of the projections previously made previously, while 
synthesizing new literature findings regarding Pennsylvania water resources. 

8.2  Basic hydrologic characteristics of Pennsylvania basins 
 
A prominent feature of the Pennsylvania hydrologic cycle is a 1:1 streamflow: evapotranspiration (ET) 
ratio. Sawicz et al. (2014) studied >200 basins in the US from the MOPEX (Duan et al., 2006) datasets, 
and classified these basins by their most distinct hydrologic signatures (using a classification and 
regression tree, or CART approach). Pennsylvania basins listed in this study were classified as ‘small and 
energy limited catchments along Appalachian range with 50/50 streamflow/ET release function’, which 
means that half of the precipitation becomes runoff and half becomes ET. The classification of the 
Pennsylvania basins did not change from 1950 to present, suggesting a relatively stable behavior. Such a 
behavior is the combined effects of ample precipitation, a rugged relief due to the Appalachian range, 
and heavy vegetation in the state. Considering both recharge, topography and lithology, the 
groundwater table in Pennsylvania is classified as topography-controlled (Gleeson et al., 2011), which 
means shallow, less variable water table, less regional groundwater flow and stronger land-atmosphere 
interaction. The water table ratio map used by Gleeson is provided as Figure 8.2.   
 

 
Figure 8.1. Results of cluster analysis based on 6 hydrologic signatures. (Figure 1 from [Sawicz 2011]) 
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Figure 8.2. The water table ratio derived is from recharge (panel a), hydraulic conductivity (panel b) and maximum 
terrain rise (panel c). Water table ratio (WTR, panel d) over the contiguous US. expressed as log(WTR) (blue areas). 
Negative log(WTR) are recharged controlled while positive log(WTR) are topography-controlled. (Figure 2 from 
[Gleeson 2011]) 
 

 
Figure 8.3. The classification of MOPEX basins based on aridity, seasonality (whether precipitation and ET is out of 
phase) and fraction of precipitation falling as snow (Figure 7 from (Berghuijs et al., 2014)). 
 
Primarily focusing on seasonal water balances and the timing between precipitation and 
evapotranspiration, another classification effort (Berghuijs et al., 2014) identified most Pennsylvania 
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catchments as D3: humid with mild seasonality (precipitation and ET are slightly in phase), also using the 
MOPEX dataset. 
 
Using the above understanding, we can place some first-order estimate of how Pennsylvania water 
balance is likely to shift as a result of climate change in precipitation: ET is expected to increase in 
proportion to increase in precipitation. As total precipitation is expected to increase and snow fraction is 
decreasing, we expect more winter runoff and the catchment exhibiting more flow variability.  

8.3  Data-based assessment of climate change impacts in the past decade 
 
This chapter of the report includes analysis of the following data products to give a comprehensive view 
of the changes in the hydrologic cycle in the past decade:  

1. Terrestrial water storage anomalies from GRACE (2002-2013) 
2. USGS streamflow records (1974-2014) 
3. USGS groundwater records from the climate change response network 
4. USGS stream temperature records 
5. Soil moisture fields from the North American Land Data Assimilation System (NLDAS) 

 
Due to the lack of data, we synthesize literature studies on river bed elevation and bank erosion. 

8.3.1  Terrestrial water storage anomalies from GRACE (2002-2013) 
The GRACE satellite mission (http://www.nasa.gov/mission_pages/Grace/) allows unprecedented 
observation of global-scale water storage trends. The twin satellites were launched in mid-2002 and 
have since been lauded as a scientific triumph. GRACE data has been used to detect groundwater 
depletion in the US (California and Texas) (Famiglietti et al., 2011; Scanlon et al., 2012), China (Feng et 
al., 2013), India (Chen et al., 2014), Arabic peninsula (Voss et al., 2013), and other parts of the world 
(Döll et al., 2014), monitor mass loss in arctic glaciers (Gardner et al., 2011), identify basin hydrologic 
behavior (Reager and Famiglietti, 2013), infer flooding potential (Reager and Famiglietti, 2009; Reager et 
al., 2014) and identify decadal water storage changes after mega-drought (Chen et al., 2010; Wang et 
al., 2012).  
 
The mission consists of an array of two satellites making detailed measurements of the Earth’s gravity 
fields, whose tiny changes are mostly attributed to changes in the total amounts of water in all forms of 
storages on land (JPL, 2014; Landerer and Swenson, 2012; Swenson and Wahr, 2006), including 
groundwater, soil moisture, snow, streams and surface reservoirs. GRACE data products are provided as 
terrestrial water storage anomalies (TWSA). Simply put, imagine all water on land is evenly distributed 
as a thin layer mantling Earth’s surface, the deviation of the thickness of the water layer from its 
long-term average is the TWSA, in cm (1 cm = 0.393 inch). Therefore GRACE data reflect the changes of 
the total mass stored on land, which should be correlated with storages in different compartments. Over 
the long-term, groundwater and, less so, soil moisture, are the main components whose changes 
contribute to the changes in TWSA. GRACE data is limited by spatial and temporal resolution, with TWSA 
provided at 1 latitude-longitude degree resolution and monthly intervals. Extensive post-processing 
steps are involved to extract the TWSA data presented here, in equivalent water thickness in cm.  
 
The state of Pennsylvania intersects with 21 GRACE cells. For reader’s convenience, a latitude-longitude 
map, whose boxes correspond to GRACE cells, has been provided in Figure 8A.1 in the appendix. The 
time series of 8 of these cells are provided in Figure 8.4. We estimated the long-term average change 
rate (Mann-Kendall tau-b test with Sen’s method), and the trend lines have also been shown in the 
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Figure. In summary, TWSA in Pennsylvania show a large seasonal variation but overall small inter-annual 
trends. The average peak-to-trough variation of the TWSA can be from 10cm to -10cm (3.9in to-3.9in). 
Trend analysis from 2003 to 2013 of TWSA over the state shows a small positive trend in the state, with 
generally higher change rate in the northeast direction (Figure 8.5). Only two southwestern pixels 
(surrounding Pittsburgh) showed a small negative trend. 
 
To put Pennsylvania into a national context, Pennsylvania’s seasonal variation is relatively large, mainly 
due to higher precipitation, compared to more western states. Storage trend from 2003 to 2012 was 
analyzed and presented in (Famiglietti and Rodell, 2013) and shown in Figure 8.6. Pennsylvania is at the 
interface between a declining-storage center that extends northeast-ward from North Carolina and the 
rising-storage region in New York state. Compared to the small trend experienced by Pennsylvania, 
many other parts of the nation are undergoing significant changes: the central valley in CA, the Southern 
High Plains and eastern part of Texas, Alabama and the Mid-Atlantic states all show substantial storage 
decline (>2 cm/year, or 0.79 in/year). The Upper Missouri River basin (North, South Dakota and 
Nebraska) are experiencing a rising storage trend as the area is recovering from the extreme Canadian 
Prairies drought between 1999 and 2005 (Wang et al., 2012). In comparison, Pennsylvania underwent 
only mild long-term changes (maximum change is ~0.22 cm/year, or 0.08 in/year) and had a short 
memory of drought. We notice several large dips in the time series in Figure 8.4, in years 2002, 2007 and 
2012, respectively, indicating relatively dry summers in these years. However, the TWSA fully recovered 
in the following years, suggesting a resilient terrestrial water storage system in Pennsylvania. This short 
storage memory is attributed to (a) the abundance of precipitation in most years; and 
(b) a topography-controlled groundwater table that prevents much over-year storage. 
 
In humid areas, higher storage often suggest higher flood potential (Reager et al., 2014) . The trending 
up storage in PA in the last decade suggested increasing risk of floods. However, because GRACE data is 
not available before April 2002, we cannot establish historical trend before 2002. 
 

 
 

   
 
Figure 8.4. Sample time series of TWSA for 6 GRACE cells located in PA. Longitudes/latitudes have been provided in 
the title. These 1 degree by 1 degree cells, in the order of a-f, contain the following cities, respectively: Tionesta, 
Wellsboro, Scranton, Greensburg/Pittsburg, Lewistown and Allentown. 

a b c 

d e f 
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Figure 8.5. Change trends of GRACE TWSA and USGS groundwater CRN in PA from 2003 to 2014. 

 
Figure 8.6. Change trend of TWSA of conterminous USA from 2003 to 2013 from (Famiglietti and Rodell, 2013) 
 

8.3.2  Streamflow (1964-2014) 
In the past report, changes in runoff were expected to “overall increase, but mainly due to winter runoff. 
Decrease in summer runoff due to higher evapotranspiration” with moderate confidence. This was 
based on global scale analysis and similarity of Pennsylvania to Eastern U.S. from the 4th Annual IPCC 
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assessment, i.e., (Bates et al., 2008). Here we examine the trend in the past 5 decades using local 
datasets to provide a basis to evaluate future projections. We selected USGS streamflow stations in 
Pennsylvania that have more than 50 years of consecutive records (with more 95% data during 
2004-2014 and more than 80% data during 1964-2014) and analyzed the change trends of flow 
distributions. 127 stations have been identified, which are shown in Figure 8.7. 
 
Out of the 127 streamflow stations we analyzed, 41 stations (32%) have seen the 50-year-largest (water 
years 1965-2014) event in the most recent decade, 2005-2014. This is significantly (P ≈ 0) higher 
frequency than would be from a stationary-in-time distribution (20%). While data is not shown, the 
trend is more obvious when compared to the previous decade (1995-2004): 93 stations (73%) have seen 
a higher event in the most recent decade than in 1995-2004. In fact, there are broad rises of streamflow 
across all flow regimes (Figure 8.8). Most rivers (~90% of the analyzed stations) show an increase in 
runoff in all percentile flows and only ~10% of the stations show small decreases. This is consistent with 
the descriptions in IPCC reports (Bates et al., 2008) and summarized in past Pennsylvania Climate 
Change impact assessment. However, on the high flow side, the increase of the 99 percentile flow (𝑄99, 
close to the annual 4-day high flow), the annually high flows that could potentially cause damage, is 
most significant: 10% of the stations show a 30% higher annual 𝑄99, 27% of the stations show a 20% 
higher 𝑄99, and 56% stations show a 10% higher 𝑄99 (Figure 8.8a). On the low flow side, most stations 
also observed a higher flow during low flow periods. For example, for 2 percentile flow (𝑄2 , close to 
annual 7-day low flow) Figure 8.8b shows that for 9% of the stations, there are large increases (more 
than 100%) in 𝑄2 , 20% stations saw more than 56% increase in 𝑄2 , 80% saw more than 10% increase 
in 𝑄2  and only 7 stations, or 5.5%, observed a decrease in 𝑄2 , although these decreases can be 
substantial in percentage (see insert in Figure 8.8b). In these few streams, the decrease (up to -30% 
change in 𝑄2 ) can have adverse impacts on stream ecology. The increases in low flows are suspected to 
be due to higher subsurface water storage and sustained baseflow that gradually releases during the 
year. 
 
To see how the changes are correlated with stream order and streamflow variability, we show the 
scatter plot of median flow (2005-2014), 𝑄99 percentage change from 1965-2004 and slope of the flow 
duration curve (SFDC) in Figure 8.9. SFDC is the slope between the 66% and 33% flow exceedance 
percentiles, and characterizes flow variability (Yadav et al., 2007; Zhang et al., 2008). Streams with low 
SFDC are expected to be dominated by relatively constant input such as baseflow. As we can see, most 
stations that underwent >20% 𝑄99 changes are small-to-medium streams with annual median flow 
between 1 to 20 m3/s (706 cfs), especially streams with low SFDC. This suggests smaller, low-variability 
streams, typically dominated by baseflow, now see more flash flows. 𝑄99 changes experienced by 
high-variability streams, shows as orange-yellow colored dots in the figure, are mostly between -5% to 
20%, except for the two smallest, quick-flow dominated streams that have an annual median flow of less 
than 0.2 m3/s. Their peaks have become more flashy. The stations measuring the largest flows, located 
near the right end of the scatter plot, typically have an intermediate SFDC of ~1.2. The flow variability is 
damped as large basins averages out pulses from tributaries. 𝑄99 of these stations with largest flows 
have increased 5-20% compared to 1965-2004. 
 
Figure 8.7 also shows the map of 𝑄99 percent changes in the past decade compared to water years 
1995-2004. There is a discernible spatial pattern in 𝑄99 percent change. The southwest quadrant, 
except for the Pittsburg area, observed many more streams with decreasing 𝑄99 than rest of the state, 
which experienced significant rise of annual 1% high flows. 
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In summary, the recent change trends strongly support previous predictions of higher flooding potential 
in the state due to higher precipitation. As was suggested, the extreme flows have become more 
extreme in much of the state except for the south-west quadrant, where some lower high flows were 
observed. The changes in high flow volumes are most substantial (>20%) with some small to medium 
streams, while the largest streams saw moderate (5-20%) increases. However, except for a few streams, 
we did not notice lower streamflow in summer and fall. Instead most low flow discharges increased as 
well. As climate models predicted higher precipitation in the coming decades, the flooding risks is 
expected to continue to rise. Although dry periods are projected to be longer, its impacts should be 
evaluated using physically-based hydrologic models that better describes groundwater flow.  
 
 

 
Figure 8.7. Map of selected USGS gages for streamflow and stream temperature analysis. Stream temperature 
gages have been labeled. 
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Figure 8.8. Comparison of streamflows during 2005-2014 and during 1965-2004: (a) high flow regime; (b) low flow 
regime with an insert showing substantial decrease in low flow period in a small amount of streams. 
 

 
 
Figure 8.9. Scatter plot of median flow, % change of 99-percentile flow and slope of duration curve (SFDC) which 
indicates flow variability computed using data from 1965-2004. 

8.3.3  USGS groundwater level records 
We obtained data from USGS groundwater wells in the Climate Response Network (CRN) in 
Pennsylvania. The CRN is a selected network of wells that satisfy a number of criteria such as open to a 
single hydrogeologic unit, located in unconfined aquifers that respond to climate variations, minimally 
affected by pumpage and essentially unaffected by irrigation, etc, so that the changes in these wells 
primarily reflect climate variability. The network has good coverage in Pennsylvania and may reflect 
overall change patterns in groundwater levels. 64 stations with long term data have been identified for 
analysis. We performed Mann-Kendall tau-b test again with Sen’s method, and estimated change trend 
(sen’s slope) for each station belonging to the CRN as we did for the GRACE data. 
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The change trends based on USGS CRN data has been shown in Figure 8.5, together with the GRACE 
TWSA change trend. The histogram of the 64 stations is provided in Figure 8.11. The state-averaged CRN 
trend generally agrees with the mildly increasing trend from GRACE. 
 
However, the spatial trend of the CRN data is not in good agreement with TWSA. GRACE shows an 
overall higher rising trend in the Northern half while the CRN data produces mixed trends. Some wells in 
the northern half showed small declining trends. There is no discernible spatial pattern from the CRN 
data. Many researchers have found it difficult to link GRACE data with well observations, and some 
discrepancy is to be expected. Many local factors such as topography, location of the wells on the slope, 
and local geologic complexity contribute to the different responses of the wells. Especially, as the 
groundwater dynamics in Pennsylvania is topography-controlled (Figure 8.2), groundwater head gradient 
can be significant at local hillslope scale. This means that influence on local hydrology needs to be 
examined using more detailed, physically-based models that resolve local flow processes. 
 

 

 
 
Figure 8.10. Examples of changes in the flow duration curve during the past five decades. To highlight the high flows, the x-axis 
is shown on the log scale. 
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Figure 8.11. Histogram of the groundwater level change trends from USGS Climate Response Network, based on 
data from 2003 to 20148.0.1 Stream temperature trends (1994-2014) 

8.3.4  USGS stream temperature 
In 2013 report, the change trend of PA stream temperature was“increase in stream temperature for 
most streams likely. Some spring fed headwater streams less affected” with high confidence. This was 
based on analysis of correlation between stream temperature and air temperature. This is indeed a 
conclusion we confirmed in our analysis here. However the analysis did not include winter stream 
temperature. 
 
We identified USGS gages with sufficient stream temperature records to establish trends from the 
1990 to current and with more than 8 years of data in the most recent decade, resulting in only 15 gages 
in the state. We removed years that have less than 85% valid entries from the analysis. The gage IDs and 
gage names are provided in Table 8A.1. Due to the paucity of data, our analysis is just for reference and 
does not provide an adequate picture of the state-wide stream temperature trends. 
 
Table 8.2 shows the results for the 15 selected USGS gages whose locations are shown in Figure 8.7. 
Some of these gages have data only in the summer time so only mean summer-time (June 15th- August 
15th) change trend (𝑠𝑠𝑠𝑠𝑠𝑠𝑠

𝑦𝑠𝑦𝑠𝑦𝑦 ) was possible. The data showed a mixed message. 6 stations, three of 
which are on the Brandywine Creek, showed apparent cooling trends (𝑠𝑠𝑠𝑠𝑠𝑠𝑠

𝑦𝑠𝑦𝑠𝑦𝑦 < −0.01) during the hot 
season. Among these 6 stations, 3 are likely Spring-fed headwater streams, but the other 3 have 
relatively large catchment areas and unlikely to be dominated by baseflow. Two stations on the 
Delaware River showed a very small negative trend. The rest of the stations experienced apparent rising 
summer-time temperature. 5 stations (1427207, 1460200, 1480617, 1480870 and 1481000) saw lower 
7-day and 15-day annual high temperatures (𝑇98ℎ > 𝑇98 and 𝑇96ℎ > 𝑇96), but the differences between 
historical and most-recent decade values are quite minor. 7 stations, on the other hand, saw increases in 
the hottest temperatures (𝑇98ℎ < 𝑇98 and 𝑇96ℎ < 𝑇96) which are more substantial. Especially, 
hot-season temperatures have become significantly hotter in the upstream and midstream Delaware 
River. Among the 12 stations with whole year record, many showed elongation of the hottest days 
(7 stations with 𝐷7𝑑ℎ > 7 and 8 with 𝐷15𝑑ℎ > 15) which could have negative impact on salmon 
population. 
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On the other hand, except for one station whose 𝑇10 remained identical to the past, all other stations 
experienced higher winter-time temperature (𝑇10ℎ < 𝑇10). This is attributed to winter-time warming and 
a smaller fraction of precipitation falling as snow. The trend is obvious, but was not mentioned 
previously.  
 
In summary, the stream temperature analysis showed a mixed message in summer-time temperature, 
but there are overall more stations showing warmer hottest-day temperatures and longer hot periods. 
There are apparent and substantial warming of the winter-time temperature. These trends could have 
important, complex and poorly understood ecological implications for many species, e.g., trout and 
salmonic fishes (Chisholm et al., 1987; Cunjak, 1996; Isaak et al., 2011). For example, higher winter 
stream temperature could reduce winter thermal stress and associated mortality. However, high 
summer temperature has adverse impact on salmon spawning. The compound effects require more 
careful monitoring and study. There is also spatial variation in the stream temperature responses. 
Unfortunately, the lack of data in other streams, especially those with continuous records, prevented us 
from making generalized state-wide conclusions. 
 
Table 8.2. Stream temperature changes from historical periods (before 2004) to current decade (2005-2014). 
Superscript h indicates historical values. Subscript indicate percentile. T is temperature (℃), 𝐷7𝑑ℎ  is the number 
of days with temperature higher than or equal previous 7-day annual hot temperature. 𝐷7𝑑ℎ  became longer than 
7 indicates prolongation of summer hot days. 𝐷15𝑑ℎ  is the number of days with temperature lower than or equal 
previous 15-day annual hot temperature. 𝑠𝑠𝑠𝑠𝑠𝑠𝑠

𝑦𝑠𝑦𝑠𝑦𝑦  is the annual change trend (℃/𝑦𝑒𝑦𝑦) of summer-time (June 
15th- August 15th) mean stream temperature.  
 
Gage ID 𝑇98ℎ  𝑇98 𝑇96ℎ  𝑇96 𝑇10ℎ  𝑇10 𝐷7𝑑ℎ 𝐷15𝑑ℎ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠

𝑦𝑠𝑦𝑠𝑦𝑦  Drainage 
Area (𝑚𝑚2) 

1427207 23 22.6 22 21.9 1.0 2.1 4.3 12.3 -0.0297 1590 
1427510 24.5 25 23.5 24.1 0.5 1.8 10.4 20.1 0.0171 1820 
1432160 25.2 25.9 24.5 25.0 1.5 1.6 12.3 20.6 0.0210 2659 
1432805 25.5 26 24.5 25.2 1.5 1.9 11.2 22.6 0.0251 2820 
1460200 29.3 29.1 28.2 28.4 N/A N/A 4.9 17.4 0.0252 6570 
1467200 27.8 28.4 27.3 27.9 N/A N/A 16.6 27.8 -0.0039 7993 
1477050 28.5 29.1 28 28.5 N/A N/A 14.1 22.7 -0.0095 10300 
1480400 22.6 24.2 21.5 22.6 4.0 4 14.0 25.2 0.2281 4.55 
1480500 23.7 24.2 22.5 23.3 4.1 4.4 9.8 28.0 0.0750 45.8 
1480617 25.4 24.8 24.5 24.1 N/A N/A 2.6 9.3 -0.0352 55 
1480870 25.1 24.8 24.2 24 N/A N/A 3.5 12.0 -0.0144 89.9 
1481000 27 26.3 25.9 25.4 N/A N/A 3.6 9.5 -0.0239 287 
3049640 N/A N/A N/A N/A N/A N/A N/A N/A -0.17345 11592 
3081000 N/A N/A N/A N/A N/A N/A N/A N/A 0.144254 1029 
3108490 N/A N/A N/A N/A N/A N/A N/A N/A -0.0768 21714 
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8.3.5  Simulated soil moisture change (2004-2014) 
In-situ soil moisture measurements tend to be scattered in space and time and unable to support 
conclusions about state-wide trends in soil moisture. Instead we have employed simulated datasets 
from the North American Land Data Assimilation System (NLDAS) (http://ldas.gsfc.nasa.gov/nldas/). We 
used the Noah-LSM model for the results in this section. NLDAS simulations have been validated 
extensively (Xia et al., 2012) and therefore its simulated soil moisture should be considered reasonable. 
Figure 8.13. shows change trends of monthly mean top 1m soil moisture for the months of April, June 
and August in the past decade. In April, the northern half of the state shows some drying over the past 
decade, with a maximum trend of -0.2 cm/year, approximately 0.5% per year change from 2004. Over a 
period of 10 years this amounted to a 5% difference. There are some wetting trends along the 
Appalachian Mountains, with a maximum annual trend of 0.25 cm/year. Rest of the state stayed 
stationary. The entire state showed small increases in moisture in June, with the magnitude less than 
0.156 cm/year. In August, most of the state shows a mild wetting (0.02-0.1 cm/year) while pockets of 
land, e.g., an area near McConnellsburg, showed some drying. 
 

  

  
 
Figure 8.12. Sample temperature exceedance curves 
 
In summary, soil moisture changes are relatively minor, staying within a range of 5% change over the 
last decade. Some parts of the northern half of the state saw a drying trend in April most other areas 
experienced mild wetting in the last 10 years, consistently with the GRACE observations. Wetter soil on 
the mountain ranges could contribute to flash flood in spring during storms that coincide with 
snowmelt. 
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Figure 8.13. Top 1m soil moisture change trends during water years 2005-2014 for the months of April, June and 
August from NLDAS simulations. 

8.3.6  Observed erosion patterns 
In 2003 the Chesapeake Bay was already listed as impaired water bodies due to excessive nutrient and 
sediment, which has significant adverse impacts on critical habitats (submerged aquatic vegetation 
beds) and living resources (Langland and Cronin, 2003). As noted in section 8.3.2, most of Pennsylvania 
streams are witnessing flashier and higher peak flows and overall higher streamflow. This has resulted in 
larger stream power and thus higher in-channel erosion potential. A suspected outcome is then higher 
sediment output, more wide spread river bed erosion, leading to river bed degrading, and bank failures.  
 
Unfortunately, no state-wide database exists to directly establish the past trends on either sediment 
output or bank stability. Typically USGS has a limited set of stations record total suspended solids (TSS) 
but these stations switched to surrogate monitoring in the past decade. Turbidity measurements were 
taken but no station had overlapping TSS and turbidity records to allow a regression equation between 
the two variables to be built. Previous studies have examined the correlation between discharge and TSS 
and have generally found total sediment load to be higher at higher discharge (Gray and Simoes, 2008). 
These correlations, although generally weaker than those between TSS and turbidity, allow us to make 
an educated guess that sediment export could now become higher. 
 
Slater (2013) has examined river bed elevation change in the US in the past 6 decades using USGS river 
flow depths and survey data, which was summarized in Figure 8.14. A cluster of data points exist in 
Pennsylvania. Although there are a few aggrading (higher river bed elevation) points, most other points 
in Pennsylvania show a degrading trend (lower river bed elevation). This is in agreement with our 
hypothesis of higher erosion in the state.  
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Figure 8.14. River bed elevation change trends and variability in the past five decades from Slater (2013) 
 
Although sediment output has received attention in the past as part of water quality problem, bank 
erosion itself, which causes stream health degradation and loss of habitat in addition to impaired water 
quality, was not mentioned in previous Pennsylvania impact assessment reports. As the present trend of 
higher, flashier flow is expected to continue, and more extreme events have been forecasted, bank 
erosion is expected to be an increasingly large concern for Pennsylvania as a result of climate change. 
Nagle et al. (2012) studied sources of sediment in glaciated Appalachian Plateau region of the 
Susquehanna River basin of New York and Pennsylvania, and found a median contribution of 53% from 
the banks across the sampled streams. Studies using sediment fingerprinting method in the southern 
Piedmont region (in the state of Georgia) estimated 60% of the sediment output originated from 
eroding stream banks (Mukundan et al., n.d.). Several modeling approaches for bank erosion exist but 
they generate wildly different results, and, due to data limitation, none of them can be validated or 
rejected. 
As a summary, although no direct evidence was available to establish trends of erosion rates, several 
indirect clues suggest that there may be significantly larger erosion rates, more bank stability problems 
and poorer stream health in the state. More monitoring work, centralization of data sources on riparian 
zone health and more detailed studies are called for. 

8.4  Future climate change trends and adaptation 

8.4.1  Synthesis of high-confidence or high-agreement conclusions in IPCC AR5 for Pennsylvania water 
resources 
In the Intergovernmental Panel on Climate Change (IPCC) Fifth Assessment Report (AR5) (Pachauri et al., 
2014), continued global warming, dominated by human influence, has been projected in all but one 
(strongest mitigation) emission scenarios (Representative Concentration Pathways, RCP). Projected 
changes in the water cycle over the next few decades, including melting snow and ice, less fraction of 
precipitation as snow and changes in runoff, show similar large-scale patterns to those toward the end 
of the last century, but with smaller magnitudes. A significant and highly-relevant projection is that 
extreme precipitation events over most of the mid-latitude will very likely become more intense and 
more frequent by the end of this century (Stocker et al., 2013). Impact of recent climate-related 
extremes reveal significant vulnerability and exposure of some ecosystems and many human systems to 
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climate variability, consistent with a significant lack of preparedness for climate-related extremes. 
Climate change is projected to increase risks for people, assets, economies and ecosystems in urban 
areas, including risks from extreme precipitation, flooding and storm surges, while increase water 
availability issues in rural areas. Climate change will amplify risks to water resources already affected by 
non-climatic stressors, with potential impacts associated with decreased snowpack, decreased water 
quality, urban flooding, and decreased water supplies for urban areas and irrigation. Climate change is 
projected to reduce raw water quality and pose risks to drinking water quality even with conventional 
treatment, due to interacting factors: increased temperature; increased sediment, nutrient, and 
pollutant loadings from heavy rainfall; increased concentration of pollutants during droughts; and 
disruption of treatment facilities during floods. As flow and thermal regime in streams change, so will 
aquatic species and habitat. (Field et al., 2014) 
 
Adaptation planning and implementation, both place- and context-specific processes, can be enhanced 
through complementary actions across levels, from individuals to governments. Effective adaption and 
risk reduction strategies consider vulnerability, exposure and equity. Adaptation and mitigation in the 
near term can substantially reduce the impacts in the latter decades in the century. A first step toward 
adaptation is reducing vulnerability and exposure to present climate variability. Significant co-benefits, 
synergies and trade-offs exist between mitigation and adaptation and among different adaptation 
responses, while poor planning, especially those resulting from over-emphasizing short-term outcomes, 
can lead to maladaptation. Opportunities to take advantage of positive synergies between adaptation 
and mitigation may decrease with time. Transformations in economic, social, technological, and political 
decisions and actions can enable climate-resilient pathways (Field et al., 2014). 

8.4.2  Adaptation suggestions for Pennsylvania water resources 
Combining the findings from our data-based studies and IPCC reports, we make the following 
statements regarding climate change impacts and adaptation for Pennsylvania water resources, in 
addition to the actions recommended in the last impact update: 
 
1. ‘Low-regret’ adaptation methods that reduces vulnerability and exposure to present climate 

variability with co-benefits, are preferred methods to create resilience under uncertain hydrological 
changes. Examples of these strategies include less impervious surfaces, green infrastructure, 
rooftop gardens and conservation of wetlands. 

2. The impacts of droughts are likely to be short-term in Pennsylvania. However there are risks 
associated with short-term disasters, e.g., wetlands degradation and competition for water 
resources in low-flow, high-temperature periods between different sectors. Water availability 
issues for vulnerable communities may exist for due to multidimensional inequalities. 

3. There are substantial and increasing flooding risks in Pennsylvania for both urban areas and 
infrastructure in rural areas. Adaptation strategies that focus on increasing flood preparedness, 
reducing vulnerabilities and increasing resilience in more extreme and more frequent flooding 
scenarios are of high priority. It is important to consider differential risks and vulnerabilities in 
adaptation strategies. 

4. The state should initiate programs for monitoring, assessing, estimating and abating stream bank 
erosion (see Information Needs section) from not only water quality but also stream health 
standpoints. 
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8.5  Information needs 
 
New data collection effort should first examine multi-agency coordination, existing datasets and 
available remotely-sensed data products. However, some state-level effort will facilitate better 
hydrologic analysis. Below is a list of such potential datasets. 
 
Floods are localized, short-term features that may not be adequately captured by streamflow gages. 
Complete descriptions of past floods, including causes, extent, discharge, etc, in addition to 
conventionally available flooding risk map, can be of great value in future forecasting. There are also 
some nation-level efforts (e.g., http://pubs.er.usgs.gov/publication/70048422, 
http://www.dartmouth.edu/~floods/), which are somewhat limited in temporal coverage. Colorado has 
established their flood database (Kohn, 2014). 
 
As Pennsylvania basins are characterized by small basin sizes, rugged relief and a topography-controlled 
water table, groundwater changes are more strongly controlled by local processes instead of large-scale 
trends, as we have shown in the trends between GRACE and USGS CRN data. Physically-based, 
integrated hydrologic modeling may better resolve the local hydrologic processes and help better 
predict changes in groundwater resources. To apply physically-based hydrologic models, however, 
geologic inputs such as soil thickness and aquifer thickness and conductivity is required. There is no 
state-wide hydrogeologic database that details these attributes, especially vertical stratigraphic 
information. 
 
A stronger monitoring program for sediment sources and bank retreat is encouraged. Currently data 
regarding existing bank erosion rates is critically lacking. Lots of survey data may exist as proprietary 
holdings of contractors. However, they are decentralized and inaccessible. The effort may start from 
collecting and compiling existing survey data from previous stream restoration projects, and set forth 
better data sharing policies for future projects. More systematic estimates of contributions of sediment 
output from bank material will be helpful. 
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Appendix 
 

8A.1  Pennsylvania Latitude and longitude map 
 

 
Figure 8A.15 Pennsylvania Latitude and longitude map. 
 
8A.3 Trend analysis and statistical analysis methods 
 
Table 8A.1. USGS gages selected for stream temperature analysis 

1427207 DELAWARE RIVER AT LORDVILLE NY 
1427510 DELAWARE RIVER AT CALLICOON NY 
1432160 DELAWARE RIVER AT BARRYVILLE NY 
1432805 DELAWARE RIVER AT POND EDDY NY 
1460200 Delaware R below Tohickon Cr at Point Pleasant, PA 
1467200 Delaware R at Ben Franklin Bridge at Philadelphia 
1477050 Delaware River at Chester, PA 
1480400 Birch Run near Wagontown, PA 
1480500 West Branch Brandywine Creek at Coatesville, PA 
1480617 West Branch Brandywine Creek at Modena, PA 
1480870 East Branch Brandywine Creek below Downingtown, PA 
1481000 Brandywine Creek at Chadds Ford, PA 
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9  Wetlands 

9.1  Introduction 
 
Aquatic resources of Pennsylvania are primarily freshwater, and are a significant natural resource. While 
precise inventory accounts do not agree, the Pennsylvania State Water Plan (2009) presents the 
following census: 
 

• about 86,000 miles of streams 
• nearly 4000 lakes, reservoirs and ponds 
• about 80 trillion gallons of groundwater 
• over 404,000 acres of wetlands 
• 56 miles of coast along the Delaware Estuary and 64 miles along Lake Erie 

 
While lakes, reservoirs, and ponds present significant and important habitat and resources, many of 
these features represent manmade impoundments in the Commonwealth where natural hydrology and 
the corresponding aquatic ecosystems have already been modified to meet either functional (e.g. 
irrigation, drinking water supply) or aesthetic requirements. Since they are actively managed for a 
specific purpose, we cannot assess their future functioning and do not include them here. The 
Commonwealth’s coastal systems, the potential impacts of climate change, and recommended 
management actions have been extensively covered in other studies, and can be found at: Partnership 
for the Delaware Estuary Inc. (Kreeger et al., 2010) and the Model Forest Policy Program (Beecher et al., 
2013). We therefore direct this assessment to the aquatic resources represented by freshwater streams 
and wetlands that are the signature feature of the Commonwealth. These resources are intertwined and 
dependent upon one another for ecological integrity. For example, the trout population of a headwater 
stream is dependent upon wetland habitat along its edge. For that reason, we discuss the impacts of 
climate change on wetlands and headwater streams as a riparian ecosystem, and as representative of 
the majority of the aquatic ecosystems of the Commonwealth. 
 
Pennsylvania’s streams and rivers are classified into 124,181 segments by Pennsylvania Department of 
Environmental Protection and Department of Transportation (data from Pennsylvania Spatial Data 
Access, www.pasda.psu.edu, accessed 2012) and are second only to Alaska in total stream miles in any 
state. The largest area of stream miles can be found in Ridge and Valley eco-region (21,605 miles), 
Pittsburgh Low Plateau (14,588), and Allegheny High Plateau eco-region (16,526), as reported in 
(http://www.dcnr.state.pa.us/wlhabitat/aquatic/streams.aspx). 
 
Nationally, the United States has destroyed over half of its original wetlands throughout the past 
200 years, leaving approximately 100 million acres, while Pennsylvania has lost an estimated two-thirds 
of its original wetland acreage. Estimates of the total amount of current wetland area in the 
Commonwealth vary; the State Water Plan references the 404,000 acres reported by the U.S. Fish and 
Wildlife Service. The National Wetland Inventory data, as reported by the Pennsylvania Game 
Commission (http://www.pgc.state.pa.us/pgc/cwp/view.asp?a=496&q=165868) reports a total of 
729,535 wetland acres found in more than 160,000 wetlands across the state. These occur in two major 
categories: a total of 146,816 acres are defined as lacustrine (lakes and ponds primarily), and 
410,009 acres are defined as palustrine habitat (marshes, etc.). An additional 643 acres of estuarine 
habitat are located in the southeastern region along the Delaware River. Most of Pennsylvania’s 
wetlands (97 percent) are palustrine (bogs, fens, swamps, shallow pools). Emergent wetlands (marshes, 

http://www.dcnr.state.pa.us/wlhabitat/aquatic/streams.aspx
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meadows) and shrub swamps comprise 10-20 percent of state wetlands. Generally, natural wetlands are 
concentrated in northeast and northwestern counties, with more than 50 percent of the wetlands in the 
state occurring in these areas (Tiner 1990).  
 
This update on the potential impacts of climate change on these resources concentrates on the 
ecosystem services of water quality improvement and habitat, describes the vulnerability of these 
valuable services, and expands previous analyses by presenting modeled case studies of seven 
watersheds across the Commonwealth.  

9.2  Definition and Description of Ecosystem Services 
 
Wetlands and streams are diverse and productive, and provide a number of tangible and intangible 
benefits to society and the environment. These goods and services are termed “ecosystem services”, 
and the realization that they are critical for human health and well-being (Millennium Ecosystem 
Assessment, 2005) has heightened the need for assessments that can estimate the level of service 
provided, detect the impact of human activities (including climate change) on these ecosystem services, 
and guide us to restoration of these services (Zedler, 2003). The MEA defines four types of ecosystem 
services, termed regulating, provisioning, cultural, and supporting, that are provided by, or derived 
from, wetlands and headwater streams (Table 9.1). Many of the ecosystem services most highly valued 
by society are the regulating ones, including water quality improvement and flood control; provisioning 
ones such as production of fish and game are also valuable and are more commonly recognized as  
 

 Table 9.1. Ecosystem services provided by wetlands, as per the Millennium Ecosystem Assessment 
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“habitat”. The freshwater wetlands of Pennsylvania represent critical areas of aquatic ecosystem 
function, serving as nursery areas, sources of dissolved organic carbon, critical habitat, and stabilizers of 
available nitrogen, atmospheric sulfur, carbon dioxide, and methane [Mitsch and Gosselink, 2000].  
Regulating ecosystem services of primary interest are (1) water regulation and (2) water quality  
improvement, which are tightly coupled to the provisioning services (hereafter referred to as habitat). 
We concentrate on water quality improvement and habitat ecosystem services in this chapter.  
 
Wetlands remove excess nitrate and sediment in runoff and groundwater from upland sources, 
preventing eutrophication in lakes and rivers (Johnston 1990; Haycock and Pinay 1993; Gilliam 1994; 
Jordan et al. 2003). Wetlands are also important sources of carbon to streams and lakes. In one study, 
wetlands were found to have contributed 63% of the total organic carbon flux to streams (Dosskey and 
Bertsch 1994). Often the vast majority of carbon exported to streams is in the form of dissolved organic 
carbon (DOC), which affects nutrient cycling within streams and lakes, the transport and toxicity of 
metallic ions, and light penetration in the water column (Mulholland 1981; Cuffney 1988; Schiff et al. 
1990; Dosskey and Bertsch 1994; Dillon and Molot 1997). The export of particulate organic matter from 
wetlands is an important source of food for fish and invertebrates in streams and rivers (Taylor et al. 
1990; Smock 1990). Headwater wetlands are known to be especially important as a carbon source to 
streams and rivers (Palmer et al. 2001).  
 
The maintenance and/or improvement of water quality, the contribution of carbon and organic matter, 
and the provision of additional habitat is a vital link between wetlands and the ecosystem services 
provided by streams. Pennsylvania’s streams provide productive and diverse habitats for fish, shellfish, 
and other wildlife; upstream freshwater reaches provide critical habitat for eastern brook trout and 
other resident species, and lower reaches provide spawning and nursery habitats for migratory fish 
species such as alewife, Atlantic sturgeon, and the federally endangered short-nose sturgeon. Wetlands 
also are spawning and nursery grounds for fish. In fact, most freshwater fish feed in wetlands or upon 
food produced in wetlands. Pennsylvania wetland habitat statistics for other types of wildlife are 
significant; of the 38 species of amphibians, 32 (84 percent) find a home in wetlands the majority of the 
time. Twenty-seven percent (11 of the 41 species) of all reptiles spend nearly 99 percent of their life in 
wetlands. Approximately 122 species of shore and wading birds, waterfowl and some songbirds perform 
most of their activities in, on or around water.  
 
While all wetland types serve valuable roles, headwater wetland/stream systems may contribute a 
disproportionate share to watershed functioning and the larger drainage areas and regional watersheds 
into which they drain. Brinson [1993] described how headwater streams tend to set the biogeochemical 
state of downstream river networks. These low-order headwater streams account for 60 to 75% of the 
nation’s total stream and river lengths, making their riparian communities extremely important for 
overall water quality [Leopold et al., 1964]. Lowrance et al. [1997] emphasized the importance of 
riparian ecosystems along first-, second-, and third-order streams for nutrient abatement, pollution 
reduction of overland flow, and other ecosystem-level processes in the Chesapeake Bay watershed.  

9.3  Vulnerability of Wetlands, Streams, Lakes, and Rivers to Climate Change Effects 
 
In order to respond to potential negative impacts of climate change in an effective manner, it is 
necessary to properly scope the vulnerability of these systems and the ecosystem services that they 
provide, so that we understand what management tools may be available. Though an exact definition of 
vulnerability varies depending on academic discipline, here we define vulnerability as “ …the state of 
susceptibility to harm from exposure to stresses associated with environmental and social change and 
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from the absence of capacity to adapt.” (Adger 2006). There are three main dimensions to vulnerability: 
exposure, sensitivity, and adaptation (Polsky et al. 2007). In general terms exposure is the introduction 
of a stress to the system, sensitivity is the tendency of that system to be affected by the stress, and 
adaptation is the ability of the system to change so that the stress is mitigated. By mapping out the 
components of exposure, sensitivity, and adaptability of a system for a stressor (hereafter referred to as 
a ‘hazard’) through a Vulnerability Scoping Diagram (VSD) (Polsky et al. 2007), we can better understand 
the necessary data to collect and steps to take in order to mitigate the hazard. A VSD consists of three 
concentric circles. In the innermost circle are the three dimensions of vulnerability: exposure, sensitivity, 
and adaptation. In the middle circle are the components of the dimensions, which characterize the 
hazard and entities under stress, the effects of the stress, and the responses to the effects of the stress. 
On the outside of the diagram are the measurements, or the recorded observations of the components. 
Though VSDs are somewhat subjective by nature, in utilizing the VSD we provide ourselves with a 
roadmap through which we can understand and navigate multiple hazards. To better understand the 
vulnerability of water quality in Pennsylvania’s lakes and rivers, a VSD was composed (Figure 9.1). The 
components and measurements for each dimension of vulnerability are described as follows. 
 

 
Figure 9.1. VSD for reduction of water quality in Pennsylvania lakes and streams through a reduction of wetlands 
mediated by climate change 
 
 
Exposure.  The components of exposure are potential wetland loss through climate change, 
anthropogenic activity that can impact wetland acreage and/or condition, aquatic animals and plants of 
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interest, and exposed human populations. With climate change, there is concern that we will lose 
wetlands and that they will thus no longer be able to provide the ecosystem service of water quality 
improvements. Anthropogenic activity can also negatively impact wetlands, lakes, and rivers, which 
would then also reduce water quality. Aquatic animals and plants living in lakes and rivers would be 
negatively affected by a reduction in water quality, as would the human populations that rely on these 
lakes and rivers for recreation, fishing, and drinking water.  
 
In order to understand the potential impact of climate change on the elements of exposure, it is 
instructive to recognize the major drivers of freshwater resources. Watersheds and their freshwater 
elements are defined by a set of inherent physical factors; climate, soils, geomorphology/topography, 
and hydrology (Myers et al. 2006, Griscom et al. 2007). Hydrologic processes and patterns, as delivered 
by regional climate forces and modified by the underlying physical features, fundamentally define and 
sustain wetlands, streams and lakes. Either directly or indirectly, the ecosystem services provided by 
these freshwater ecosystems are derived from how water is delivered to and maintained in each type of 
aquatic resource. While temperature and carbon dioxide levels have direct effects of their own, the 
clear driver in wetlands and streams are the combined effects of temperature, carbon dioxide, and 
precipitation on the resulting flow regime (for streams) and hydroperiod (for wetlands). Flow regime 
and/or hydroperiod are the defining factors in the structure and function of these systems. The amount 
of water, its rate of flow, and the timing of delivery all significantly determine the type of organisms 
present, the cycling and removal of nutrients, the occurrence of flooding, the amount of recharge, and 
the growth and survival of plants and animals. A change in the timing, seasonality, and magnitude of 
water delivery can severely alter these systems, which may be reflected by changing seasonal patterns 
of water levels, reduced stream flows during dry periods, larger floods and longer droughts (Moore et al. 
1997, Rogers and McCarty 2000). Some surface-water supported wetlands, which are believed to be the 
most vulnerable to these changes, may disappear completely. This loss of water from the system will 
stem mainly from greater runoff during severe storm events, longer drought periods, and increased 
evaporation and transpiration, rather than decreased precipitation (Moore et al. 1997). More severe 
storm events and extensive dry periods will create substantially altered flow patterns, essentially 
eliminating the flow pulse (below bankfull flood events) and resulting in major changes in channel 
morphology and aquatic habitat (Poff et al. 1996, Tockner et al. 2000, Amoros and Bornette 2002). In 
addition, water quality in streams is expected to decline due to increased flushing of contaminants from 
adjacent lands via surface run-off and delivery of higher sediment loads to downstream reaches through 
runoff and erosion of stream banks during more intense storm flows (Moore et al. 1997, Rogers and 
McCarty 2000).  
 
Such changes in temperature, water quantity and water quality will most certainly affect stream and 
wetland biological communities. Climate change impacts across a number of natural systems at the 
global scale have shown significant range shifts averaging 6.1 km per decade towards the poles 
(Parmesan and Yohe, 2003); this includes fish. The largest negative impact may be in lost biodiversity 
(Fisher 2000, Tockner et al. 2000), the effects of which are exacerbated by human disturbance (Moore et 
al. 1997, Rogers and McCarty 2000). Habitat fragmentation from agriculture and urban development 
creates migration barriers that will prevent many species from moving to colder climates to offset 
warming temperature trends (Rogers and McCarty 2000). Although typically considered within 
terrestrial settings (e.g., forest patch sizes), fragmentation also applies to aquatic habitats, as well. 
Hydrologic modification and stream-bank erosion disconnect streams from adjacent floodplains and 
nearby riparian wetlands, effectively reducing areas for flood refuge, larval development, and 
oviposition sites (Sedell et al. 1990, Tockner et al. 2000). This loss of hydrological connectivity not only 
reduces aquatic biodiversity, it also makes it more difficult for species to adapt to altered precipitation 
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and temperature patterns. The predictability of timing and duration of high flow events has been shown 
to be important in determining the use of floodplain habitats by some fish species (Humphries et al., 
1999).  
 
Temperature is a critical component in aquatic systems, executing both physiological and behavioral 
influence on the survival and growth of nearly all macroinvertebrate and fish species (Sweeney et al. 
1991, Ward 1992, Mountain 2002, Harper and Peckarsky 2006). For example, emergence of mayfly 
populations is initiated primarily by increases in water temperature (Sweeney et al. 1991, Watanabe et 
al. 1999, Harper and Peckarsky 2006). Consistently warmer temperatures earlier in the year can have 
negative consequences for the long-term health of mayfly populations, since early emergence coincides 
with reduced growth during the larval period, which reduces the size and fecundity of the adult mayfly 
(Peckarsky et al. 2001, Harper and Peckarsky 2006). Pennsylvania contains a vast multitude of 
headwater streams that provide high quality habitat for numerous coldwater species, including the 
brook trout (Salvelinus fontinalis) and the majority of intolerant mayfly, stonefly, and caddisfly species. 
Increased stream temperatures can negatively impact these organisms by exceeding their thermal 
tolerance levels, lowering dissolved oxygen concentrations, and biomagnifying toxins (Mountain 
2002, Moore et al. 1997). Unlike intolerant species that typically cannot withstand high temperatures, 
many tolerant species respond to warmer temperatures through increased growth rates and fecundity 
(Sweeney et al. 1991). In addition, the general tolerance and opportunistic nature of these species will 
enable them to adjust to shorter and unpredictable hydroperiods. As a result, the Commonwealth may 
see a decline in some of our most valued coldwater communities and a simultaneous increase in the 
abundance of less desirable biological assemblages, especially invasive species that outcompete and 
often decimate native populations (Rogers and McCarty 2000, Dukes and Mooney 1999).  
 
Of special concern is the impact of higher temperatures and altered flow regimes on eastern brook 
trout, not only because of its status as a recreationally and culturally important species, but because it is 
an indicator of high water quality and may be an early victim of deleterious consequences of climate 
change. A population status assessment of eastern brook trout was performed by the Eastern Brook 
Trout Joint Venture (Hudy et al., 2008; Hudy et al., 2005), and utilized known and predicted brook trout 
status to classify eastern U.S. subwatersheds according to the percentage of historical brook trout 
habitat that still maintained self-sustaining populations. The data for Pennsylvania (among all eastern 
U.S. states in the native range) identified 143 subwatersheds (10%) in which over 50% of brook trout 
habitat was intact; 550 subwatersheds (40%) in which less than 50% of brook trout habitat was intact; 
612 subwatersheds (44%) from which self-sustaining populations were extirpated; and 
72 subwatersheds (5%) where brook trout were absent but the explanation for the absence was 
unknown (i.e., either extirpation from or a lack of historical occurrence in those subwatersheds). Hudy 
et al, 2008 utilized this data to assess whether classification of subwatersheds could be reasonably 
well-predicted by utilizing the five factors of percent total forest, sulfate and nitrate deposition, percent 
mixed forest in the water corridor, percent agriculture, and road density; the classification was correct 
71% of the time. The classification model was corroborated by a ranking of threats by resource 
managers; EBTJV (2006) interviewed regional fishery managers and asked them to rank perturbations 
and threats for all subwatersheds that historically supported reproducing brook trout populations, 
according to three categories of severity: (1) eliminates brook trout life cycle component; (2) reduces 
brook trout population; and (3) potentially impacts brook trout population. Across the entire study area 
of eastern states supporting brook trout, the top five perturbations listed as a category 1 or 2 severity 
for streams were high water temperature, agriculture, riparian condition, one or more non-native fish 
species, and urbanization; increased stream temperatures were ranked by biologists as the top threat to 
Appalachian brook trout (EBTJV 2006). While increased stream temperature may be the first and most 
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direct impact, climate change will exacerbate all of these perturbations, either alone or synergistically 
with continued land cover changes. 
 
Increases in hydrological variability (larger floods and longer droughts) could have severe long-term 
effects on both stream and wetland communities (Harper and Peckarsky 2006, Humphries and Baldwin 
2003). Larger peak flows will result in higher rates of sedimentation and increased scouring of stream 
banks and floodplains, both of which decrease survival and reproductive success for fish and 
macroinvertebrates (Chapman 1988, Fisher 2000). Fine sediment reduces stream insect and salmonid 
spawning habitats, and lowers survival rates of many insect species and salmonid embryos (Chapman 
1988, Roy et al. 2003). Large flood events reduce survival rates for eggs laid alongside stream banks and 
floodprone areas and crush species lacking flood refugia (Karr and Chu 1999, Sedell et al. 1990). The 
greatest impacts will occur in urban areas with a high percentage of impervious surface where runoff is 
quickly routed to streams (Rogers and McCarty 2000). Furthermore, loss of seasonally predictable flood 
events and reduced groundwater recharge would affect many species that have adapted their life cycles 
to coincide with times of high water (Tockner et al. 2000, Amoros and Bornette 2002, Suen 2008). 
Climate change can negatively impact these populations in a multitude of ways, including mismatched 
timing of life cycle stages and aquatic habitat availability (e.g., aestivating eggs that rely on inundation to 
initiate hatching in seasonal wetlands), insufficient duration of inundation (e.g., aquatic life cycle stages 
dependent on longer hydroperiods), and lack of sufficient habitat refugia (e.g., young insect larvae and 
fish fry that depend on seasonal backwater areas to escape predation and ensure adequate food supply) 
(Poff and Ward 1989, Sedell et al. 1990, Firth and Fisher 1991, Sweeney et al. 1991, Bunn and Arthington 
2002, Suen 2008).  Hydrological factors are significant variables in structuring fish assemblages; 
alterations in the hydrology could greatly modify fish assemblage structure (Poff and Allan, 1995). 
 
Measurements of exposure include measuring or projecting loss of wetland area and documenting 
which types of wetlands are losing acreage (these measurements are provided in the following case 
studies). Anthropogenic activity can be measured by calculating the current and projected number of 
acres in agricultural production and also urban and suburban acreage. Aquatic animals and plants can be 
assessed by examining species assemblages within streams and lakes, and also by assessing Indices of 
Biological Integrity (IBIs), to determine habitat quality (Fore et al. 1993; Miller et al. 2006). Exposed 
populations can be measured by determining the number and location of people who use streams and 
lakes for recreation or fishing, or rely on streams and lakes for drinking water. It is estimated that over 
8 million people in Pennsylvania rely on intermittent, ephemeral, or headwater streams alone for their 
drinking water (U.S. EPA 2009). In 2005 Pennsylvanians extracted 1,210 million gallons of water per day 
from surface water sources for public use, the fifth highest extraction rate in the US (Kenny et al 2009). 
Thus the potential for exposure to the population of Pennsylvania is quite high.  
 
Sensitivity.  The components of sensitivity are wetland condition, stream and lake condition, and 
wetland connectivity. The link between the delivery of ecosystem services and condition lies in the 
assumption that measures of condition reflect wetland ecosystem processes, which in turn drive the 
delivery of services. For instance, if condition is excellent (i.e., least-disturbed, or equal to reference 
condition), then the ecological integrity of the wetland is intact and the provision of services 
characteristic of that wetland type should occur at reference levels. Thus, the current condition of 
Pennsylvania’s wetlands, streams, and lakes will determine how sensitive they are to changing climate 
and also how well they can provide water quality improvements.  
 
Previous research has shown that wetlands, streams, and lakes surrounded by agricultural and urban 
activity often have a reduced water quality to begin with (Omernick 1976; Lenat and Crawford 1994; 
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Crosbie and Chow-Fraser 1999; Trebitz et al. 2007). These systems are currently under stress from 
anthropogenic activity, and may be more sensitive to further damage from climate change via altered 
precipitation or temperature regimes (Rosenzweig et al. 2007). Thus, climate-induced impacts to 
wetlands will be layered onto an already compromised resource. An assessment of wetland condition in 
the upper Juniata River watershed in Pennsylvania [Wardrop et al., 2007b] reported that over 68% of 
the total wetland area was in medium or low condition, correlating with increased agricultural and 
urban land use in the watershed. Two regional assessments of wetland condition found that the ability 
of wetlands in both the Upper Juniata (Pennsylvania) and Nanticoke (Delaware) watersheds to perform 
valuable functions, such as removal of inorganic nitrogen and retention of inorganic particulates, is 
already significantly reduced [Wardrop et al., 2007a; Whigham et al., 2007]. The majority of these 
wetlands are functioning below reference standard levels. These impacts are expressed primarily by 
modification of supporting hydrology [Brooks et al., 2004]. The condition of streams shows similar 
patterns; an in-depth stream assessment conducted through most of Pennsylvania by EPA using a 
systematic statistical sampling during 1993 and 1994 revealed that 27% of streams were in poor 
condition based on fish and insect populations (Mid-Atlantic Highlands Stream Assessment 2000).  
 
Wetland condition can be determined by examining surrounding land-use, which has been found to be 
an excellent first approximation of general wetland condition (Brooks et al. 2004; Wardrop et al. 2007), 
and by examining wetland size, as the interiors of larger wetlands are buffered from surrounding 
land-use effects (Castelle et al. 1994;  Houlahan and Findley 2004). IBIs and rapid assessments, of 
which there are many, can also be used as a measure of wetland, stream, and lake condition (Fennessy 
et al. 2007). Streams and lake condition can also be assessed by examining surrounding land use, as 
studies have found that stream and lakes surrounded by a buffer of wetlands or forest have higher 
water quality (Johnston et al. 1990; Castelle et al. 1994). Wetland connectivity consists of the position of 
wetlands in a landscape and how they are connected to each other. Wetlands that are connected to 
other wetlands, or to streams and lakes may be more resilient to climate change, whereas wetland that 
are isolated from other water sources may be more likely to be impacted (Angeler and Alvarez-Cobelas 
2005). Wetlands that are connected to streams and lakes are also better positioned to provide water 
quality improvements, and thus more highly connected wetlands are able prevent decreases in water 
quality (Whigham et al 1988). Wetland connectivity can be assessed with spatial analysis, which 
examines landscape features and the location of wetlands to determine metrics of connectivity 
(Cedfeldt et al. 2000; Leibowitz and Vining 2003).  
 
Adaptive Capacity.  The components of adaptive capacity are environmental management and 
information access. Environmental management includes wetland conservation, stream restoration, and 
climate change mitigation. This can include creating legislation and taking actions that preserve and/or 
restore wetlands and streams, maintain and/or create buffers around these resources, and mitigate 
and/or replace lost functions. Climate change mitigation includes creating legislation that reduces 
anthropogenic carbon emissions as well as promoting carbon sequestration. Given the global nature of 
climate change, climate change mitigation is more difficult to achieve by the Commonwealth of 
Pennsylvania alone. Information access is our knowledge of the situation and of the relative vulnerability 
of these resources (such as presented in this report). Information access includes performing research to 
further our understanding of wetlands, water quality, and climate change and then disseminating that 
research through professional publications and reports to policy makers. Access to education is also 
important for policy makers and the general public to be aware of the potential harmful effects of 
reduced water quality and know what steps they can take to preserve wetlands as well as prevent water 
quality reductions through anthropogenic activity.  
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9.4  Vulnerability of Pennsylvania Watersheds and Wetlands to Climate Change Impacts 
 
The potential impact of climate change on the provision of wetland and stream-provided ecosystem 
services has been largely unspecified because of the difficulty in predicting resultant hydrologic 
scenarios, which is the major driver of structure and function in these ecosystems. However, the recent 
development of hydrologic modeling tools and the availability of national data sets (e.g., soils, geology, 
land cover) allow investigation of future scenarios of climate change and the resulting hydrologic shifts, 
giving us a window into the vulnerability of these systems and their associated ecosystem services. We 
used nationally available data sets, NWI-identified wetlands, and the Penn State Integrated Hydrologic 
Model (PIHM) to generate groundwater depth conditions across entire watersheds and in a range of 
Hydrogeomorphic (HGM) wetland types within these watersheds, spanning a range of ecoregions in 
Pennsylvania under both historical and future climate scenarios. Our chosen expression of vulnerability 
is a future change in depth to groundwater, articulated as stable, wetter, or drier. HGM and 
ecoregion-specific vulnerability assessments provide insight into the range of watershed and wetland 
sensitivities to changes in the drivers of aquatic ecosystem structure and function (e.g., hydrology) and 
offer a surrogate for the estimation of which ecosystem services will be the most vulnerable to future 
climate change.  
 
The following sections present modeled changes for both watershed-wide conditions and for wetlands. 
The wetland results are also presented by wetland type and by surrounding land cover, as an indication 
of the relative vulnerabilities originating from differences in exposure (wetland type) and sensitivity 
(surrounding land cover as a surrogate for condition). By understanding these aspects, we will be better 
able to increase our adaptive capacity to meeting the primary threats posed by climate change. 
 
Methods.  Changes in groundwater elevation were modeled on a daily time-step using the Penn State 
Integrated Hydrologic Model (PIHM) producing a 20-year (1979-1998) historical scenario and a 20-year 
(2046-2065) future scenario. Landscape elements including soil, geology, and land cover data were held 
constant while climate forcing variables were changed to reflect a moderate predicted emission 
scenario. 
 
Seven watersheds across four ecoregions were examined using the PIHM model (Figure 9.2). Average 
watershed size was 468 ± 290 km2 (Table 9.2). Of the seven watersheds, three (Shaver’s Creek, East 
Mahantango, and Little Juniata River), were completely in the Ridge and Valley Ecoregion, while the 
Lackawanna River watershed is partly in the Ridge and Valley and partly in the Glaciated Plateau. The 
Ridge and Valley ecoregion is marked by alternating parallel high ridges and narrow valleys (Woods et al. 
1999), while the Glaciated Plateau ecoregion is defined by rolling high hills, steep valleys, and glacial 
features (Woods et al. 1999). Two watersheds (Young Woman’s Creek and Kettle Creek) are in the 
Unglaciated Plateau Ecoregion, which has sharp ridgetops, narrow valleys, and fast moving, channelized 
streams (Woods et al. 1999). One watershed (Muddy Creek) was located within the Piedmont ecoregion, 
which is defined by open valleys and plains (Woods et al. 1999).  
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Figure 9.2. Location of study watersheds 
 
Table 9.2. Watershed Information  

Watershed Ecoregion 
Watershed Area 

(km2) 

Number of 
Wetland
s 

Wetland Area 
(hectare
s) 

Shavers Creek Ridge and Valley 163 58 86 
East Mahantango 

Creek Ridge and Valley 422 103 178 
Little Juniata River Ridge and Valley 843 531 228 
Muddy Creek Piedmont 360 191 256 

Lackawanna River 

Ridge and Valley 
/ 
Glaciate
d 
Plateau 902 1070 1996 

Lackawanna River – 
Glaciated* 

Glaciated 
Plateau 94 193 567 

Young Womans 
Creek 

Unglaciated 
Plateau 230 43 34 

Kettle Creek 
Unglaciated 

Plateau 355 105 76 
 
*Lackawanna River-Glaciated is the portion of the Lackawanna River watershed that is in the Glaciated 
Plateau Ecoregion 
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Land-use varied across each watershed (Figure 9.3), with watersheds in the Ridge and Valley dominated 
by forest (50-70%) and agriculture (20-40%), with few developed areas (5-10%). Muddy Creek 
watershed, within the Piedmont ecoregion, was dominated by agriculture (67%) and forested land-use 
(30%). The Lackawanna River watershed was primarily forested (66%), with some development (20%). 
While the portion of the Lackawanna River watershed that was within the Glaciated Plateau ecoregion 
was similarly forested (67%), it had proportionally more agriculture (22%) compared with the entire 
watershed (7%). The Unglaciated Plateau watersheds were primarily dominated by forested land-use 
(> 93%). 
 

 
Figure 9.3. Land-use by watershed 
 
Projected Changes to Watersheds.  Changes in groundwater levels between the historic and future 
climate scenarios were categorized as lower (drier) for drops greater than 3cm, higher (wetter) for 
increases greater than 3cm, and stable if changes in the future groundwater elevation were within 3cm 
of the historic level. The 3cm change value was selected because it represents 10% of the rooting depth 
of most wetland vegetation. On an annual basis, 11% of the approximately 2400 km2 in the 7 modeled 
Pennsylvania watersheds experienced drier conditions, 37% of the area was wetter, and the remaining 
51% (1266 km2) remained stable. These values changed significantly when seasonal data was extracted 
from the annual results. For example, during the winter (December, January, February), 61% of the 
modeled land experienced wetter conditions, with only 32% remaining stable. Conversely, during the 
summer (June, July, August) 70% of the modeled land was drier, with only 19% remaining stable 
(Figure 9.4). 
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Figure 9.4. Annual and seasonal changes in all watersheds by season 
 
In addition to seasonal variations in groundwater elevation during the year, spatial variation across the 
state was also observed (Figure 9.5). The modeled data covers watersheds spanning 4 ecoregions in 
Pennsylvania (Glaciated Plateau, Unglaciated Plateau, Piedmont, Ridge and Valley). On an annual basis, 
the 88% of the glaciated plateau watershed was wetter, compared to on 29% of watersheds in the Ridge 
and Valley Ecoregion. Seasonally, most ecoregions are projected to become drier in the summer and 
wetter or remain stable in the spring, summer, and fall. The main exception to this is the Glaciated 
Plateau, which is expected to become wetter year round. The Ridge and Valley ecoregion was the only 
ecoregion where a proportion of wetland area became drier year round.  
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Figure 9.5. Annual and seasonal watershed changes by ecoregion; results for Ridge and Valley do not include the 
relevant portion of the Lackawanna watershed 
 
Projected Changes to Wetlands by Land Cover.  For this analysis, we focused on the different land-use 
categories that the wetland acreage fell within for each watershed. Land cover data was obtained from 
the PAMAP 2005 program (Warner et al. 2005). Forest land use consists of areas of different forest 
types, including deciduous, coniferous, mixed-forest, and scrub/shrub areas. Agricultural land-use 
consists of both row-crops and pasture. Developed land use includes Urban and Suburban areas.  
 
The majority of wetland acreage within each ecoregion was within a forested land-use regime 
(Figure 9.6). Wetland acreage within agricultural land-use was often much lower compared with acreage 
in forested land-use. The main exception to this is the Piedmont ecoregion, where acreage in an 
agricultural land-use regime nearly equaled acreage in a forested land-use regime. Overall, relatively 
little wetland acreage was found within a developed land-use regime, with the Ridge and Valley 
ecoregion having the most acreage within developed land-use at less than 100 acres.  
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Figure 9.6. Total wetland acreage within each land-use regime by ecoregion; results for Ridge and Valley do not 
include the relevant portion of the Lackawanna watershed 
 
Of the wetland acreage within an agricultural land-use regime, the majority is projected to remain stable 
or become wetter (Figure 9.7). Only the Ridge and Valley ecoregion had any wetland acreage projected 
to become drier, though the majority of wetland acreage was still projected to remain stable within this 
ecoregion. In both the Glaciated Plateau and the Piedmont, more wetland acreage was projected to 
become wetter than to remain stable, while in the Unglaciated Plateau, all wetland acreage within 
agricultural land-use regimes was projected to remain stable. These results, in combination with the 
seasonal signal, can be used to outline some broad areas of management actions to consider. For 
example, the Ridge and Valley ecoregion was the only ecoregion that had any wetland acreage 
projected to become drier on an annual basis in both forested and agricultural land cover, and drier 
conditions were most pronounced in summer. Suggested management actions would therefore be 
those that emphasize infiltration and water retention during the wetter times of the year.  
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Figure 9.7. Wetland acreage projected to become drier, remain stable, or become wetter by land-use type and 
ecoregion 
 
Projected Changes to Wetlands by Hydrogeomorphic (HGM) Class.  Of each HGM class, isolated 
depressions and slope/riparian depressions were the HGM type with the least acreage (Figure 9.8). For 
most ecoregions, riverine and slope headwater floodplains represent the highest acreage of any HGM 
type. Within the Glaciated Plateau slope headwater floodplains represent the highest acreage, while 
within the Ridge and Valley riverine wetlands hold that position. Within the Piedmont ecoregion, slope 
headwater had the highest acreage and riverine was the second highest. The distribution of wetland 
types within the Unglaciated Plateau was approximately equal, with no one type of wetland dominating.  
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Figure 9.8. Total wetland acreage within each HGM class by ecoregion 
 
Isolated depression acreage was projected to become wetter or remain stable in all ecoregions with the 
exception of the Ridge and Valley (Figure 9.9). Riverine wetland acreage was projected to become 
wetter in the Glaciated Plateau and the Piedmont ecoregions. The majority of Riverine acreage was 
projected to remain stable in the Ridge and Valley and the Unglaciated Plateau ecoregions, with a small 
amount of riverine acreage projected to become drier in the Ridge and Valley. The majority of Slope 
Headwater Floodplain acreage was projected to remain stable across the Piedmont, Ridge and Valley, 
and Unglaciated Plateau, while the majority of slope headwater floodplains in the Glaciated Plateau are 
projected to become wetter. Again, the Ridge and Valley was the only ecoregion where slope headwater 
floodplain acreage was projected to become drier. Slope/riparian depression acreage was projected to 
become wetter in the Glaciated Plateau, while the majority of slope/riparian depression acreage in the 
Piedmont, Ridge and Valley, and Unglaciated Plateau were projected to remain stable. The Ridge and 
Valley was the only ecoregion where slope/riparian depression acres were projected to become drier. 
Because of their direct connection to the bodies of water that people use for drinking water and 
recreation, riverine, slope headwater floodplains, and slope/riparian depression wetlands are often 
targeted for protection and restoration. While the majority of wetland acreage for these three wetland 
types is projected to remain stable across most ecoregions, some riverine and slope headwater 
wetlands in the Ridge and Valley may become drier. Thus any management efforts to protect wetlands 
from the effects of climate change should be focused on these wetlands so that they are able to 
continue providing water quality improvements to nearby water-bodies.   
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Figure 9.9. Wetland acreage projected to become drier, remain stable, or become wetter by HGM type and 
ecoregion 
 
Projecting Changes to Specific Ecosystem Services.  Because of the importance of water quality 
improvements provided by wetlands, there is great interest in being able to predict how climate change 
may affect the ability of wetlands to provide these services. However, while the evolution of hydrologic 
modeling tools has proceeded at a rapid rate, the necessary fine-grain resolution needed to answer 
these questions may not be presently available. For example, one water quality improvement provided 
by wetlands is the removal of excess nitrate from upland runoff via denitrification. Denitrification is an 
anaerobic process, and previous research has found that depth to water table has a large impact on 
denitrification rates (Hefting et al. 2004). Denitrification has been found to be minimal when the water 
table is lower than 40cm below ground level, and is most prominent when the water table is between 
10cm and 30cm below ground level (Hefting et al. 2004). Because PIHM is able to predict water table 
elevations over geographic space under future climate scenarios, we tried to use the PIHM model to 
predict if wetland capacity for denitrification would increase, remain stable, or decrease under future 
climate conditions. Hydrologic criterion important to denitrification (10 to 30cm depth to water table) 
were selected, and we examined whether the acreage within the hydrologic criterion changed between 
the historic and future PIHM scenarios. It soon became apparent that the grain of the modeling 
elements were not small enough to properly assess this question (the elements, while of varying sizes, 
often span multiple acres). This makes detection of a loss or gain of wetland acreage difficult, especially 
if loss or gain occurs at the edges of wetlands less than an acre in size. In order to properly assess loss or 
gain of wetland acreage at the edge of wetlands, where it is likely to occur, modeling elements will need 
to be of a much finer grain, likely smaller than an acre. However, general specification of 
wetter/stable/drier conditions may be appropriate for general statements concerning changes in habitat 
conditions, such as plant community composition. Preliminary results of a study examining the impact of 
climate change on wetland plant community composition across the commonwealth suggests decreases 
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in Floristic Quality Assessment Index (FQAI) scores in slope wetlands of the Ridge and Valley ecoregion 
under a modeled future climate scenario. This decrease in FQAI scores is partially caused by an increase 
of both native and non-native invasive plant species in the study wetlands. While these early results only 
focus on a small portion of the resource within the commonwealth, ongoing research intends to further 
explore the impact of climate change on wetland plant community composition across additional 
ecoregions and HGM classes. 
 

9.5  Conclusions and Recommendations 
 
The concept of vulnerability and its components (exposure, sensitivity, and adaptive capacity) allows a 
more informed examination of the potential impacts of climate change on aquatic resources, and the 
identification of potential management techniques to mitigate some of these. Because it is the driver of 
aquatic ecosystem processes, we chose to articulate vulnerability through changes in hydrologic regime, 
explicitly as wetter/stable/drier conditions. Vulnerabilities were able to be more explicitly evaluated in 
this update, due to the analysis of hydrologic conditions in seven watersheds selected to be 
representative of a range of ecoregions, wetland HGM classes, and predominant land cover types. The 
analysis reveals that exposure will vary across the Commonwealth by ecoregion and wetland type. 
Although annual conditions showed little change, seasonal changes in hydrologic regime are the primary 
story, with one watershed showing much wetter conditions annually and most watersheds exhibiting 
profoundly drier conditions in summer; our analysis showed striking results in the Ridge and Valley, 
Piedmont, and Unglaciated Plateau ecoregions. Sensitivity is based primarily on condition, which is 
generally determined by anthropogenic activity. While the majority of wetlands are found in forested 
land cover settings, the high percentage of agricultural and developed land covers in certain ecoregions 
and around certain wetland types reveals aquatic resources that are already compromised in their 
ability to provide ecosystem services. Thus, these systems will suffer even further decline if the local 
hydrologic conditions change as a result of climate. Recommendations for increasing adaptive capacity 
are the following: 
 

• Protection of existing stream and wetland habitat, especially intact habitat for identified species 
of interest, such as eastern brook trout (EBTJV 2008). 

• Maintenance of riparian forests for moderation of stream temperature and treatment of run-off 
from adjoining lands, especially in forested and agricultural land use settings 

• Restoration of aquatic ecosystems such as streams and wetlands wherever possible 
• Minimize groundwater pumping for irrigation, human consumption, etc., that removes water 

from high importance aquatic and wetland ecosystems. Maintenance of groundwater levels 
across all wetland systems are especially important, due to a projected drying of some systems 
during the growing season. 
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10  Coastal resources 
 
10.1  Potential impact of climate change on southeastern Pennsylvania’s coastal resources 
 
Pennsylvania’s coastline on the Delaware Estuary extends from Morrisville, PA (across the river from 
Trenton, NJ) to Marcus Hook, PA (just north of the Delaware State border), a distance of 56 miles. This 
portion of the estuary is mostly fresh water and is home to diverse flora and fauna. Economic activity 
along this portion of the Delaware Estuary has long been very high and has resulted in severe water 
quality problems. Inputs of untreated or poorly treated sewage from large cities, such as Philadelphia 
and Camden, caused dramatic declines in oxygen concentration throughout the much of the 20th 
century, with severe impacts on economically and ecologically important anadromous fishes, such as 
sturgeon, shad, and striped bass (Breese et al., 2012). Other fauna, such as freshwater bivalve shellfish, 
which serve important ecological roles, including water filtration and habitat construction, were likely 
influenced by the dramatic changes in water quality. As a result of the Federal Clean Water Act, 
improvements in wastewater treatment were implemented, which led to substantial improvements in 
water quality and living resources. 
 
Climate change poses a threat to the fauna of the tidal freshwater portion of the Delaware estuary for 
two main reasons. First, warming will decrease the solubility of oxygen in water and will increase 
respiration rates, both of which will result in declines in dissolved oxygen concentration. Najjar (2015) 
estimates that, under the A2 emissions scenario, water temperature during the summer (when growth 
rates are highest) in the tidal freshwater region will increase 2.7 to 3.5 °C (4.9-6.3°F) (95% confidence 
range) by mid-century (2041-2070) with respect to the late 20th century. Building on the dissolved 
oxygen modeling of Tomaso and Najjar (2015), it is estimated that this warming will result in a dissolved 
oxygen concentration decline of about 20 mmol m-3 or 13% at the Ben Franklin Bridge (BFB, 
Philadelphia). Kahn et al. (2014) argue that a safe level of the 24-hour average oxygen concentration in 
the Delaware Estuary is 190 mmol m-3, which is above the current average summer level near the BFB 
(150 mmol m-3). Thus climate change will worsen the currently substandard water quality in the tidal 
freshwater region of the Delaware Estuary.  
 
The second reason that climate change threatens tidal freshwater fauna is through salt intrusion 
associated with sea-level rise and summertime streamflow declines. Najjar (2015) estimate that, by 
mid-century in the upper Delaware Estuary, sea level will increase by 0.40 m and summer streamflow 
will decrease by 19%. Using the statistical salinity models of Ross et al. (2015), the streamflow decline 
corresponds to a salinity increase at the Ben Franklin Bridge (Philadelphia) of less than 0.01 part per 
thousand (ppt), which is small compared to the current annual-mean salinity of 0.12 ppt. Sea-level rise is 
also expected to cause a small increase in salinity in the tidal freshwater region, moving the mean 
position of the 0.5-ppt isohaline landward by 4 km. Hence, the existing research suggests modest impact 
of climate change on salinity of the upper Delaware Estuary. 
 
The freshwater tidal wetlands along Pennsylvania’s southeastern coast are a rare, diverse, and 
ecologically important resource. Miller et al. (2012) estimate that there are 1195 acres of tidal wetlands 
in southeastern Pennsylvania, 55% unvegetated, 26% with emergent vegetation, and 19% with 
scrub/shrub and forested wetland. The present tidal wetland area in Pennsylvania is probably a few 
percent of its pre-European levels (Kreeger and Padeletti, 2011). Furthermore, Miller et al. (2012) 
document declines in tidal wetland area in southeastern Pennsylvania that continue to the present. 
Climate change poses a threat to these wetlands because of salinity intrusion and sea-level rise. As 
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noted above, salt intrusion impacts may be modest. Sea-level rise, however, has the potential to drown 
wetlands if their accretion rates are less than rates of sea-level rise. The potential for horizontal 
migration is low in southeastern Pennsylvania due to extensive development. In summary, climate 
change has the potential to exacerbate the currently highly stressed state of Pennsylvania’s tidal 
wetlands. 
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